
Rice/TMC REU on Computational Neuroscience

Mentors and Projects 

Steven Cox, PI, Rice, Professor of Computational and Applied Mathematics

Computation in the Hippocampus, from cell to network

Dr. Cox, has been active in both multidisciplinary and interdisciplinary training programs in the Houston area for more than 15 years. He is currently Professor of Computational and Applied Mathematics at Rice and Adjunct Professor of Neuroscience at BCM. He is the director of the Gulf Coast Consortia for Theoretical and Computational Neuroscience, serves on the Steering Committee for Rice’s Cognitive Science Program, and on the Editorial Board of both Inverse Problems and Mathematical Medicine and Biology. He is co-PI on a large multi-department training grant (NSF-VIGRE) in the mathematical sciences. He has won university wide teaching awards at Rice on four occasions. As Master of Sid Richardson College from 2000-2005 he mentored hundreds of undergraduates.  He has directed the undergraduate research of more than 30 students from more than 8 departments across Rice’s schools of Engineering, Natural Science and Social Science. Every one of these research advisees has pursued a postgraduate degree. One completed a Ph.D. at Princeton, joined the tenure track faculty at RPI, and won an NSF Career award in 2003. One completed a Ph.D. at Stanford and is now a Miller Fellow in Theoretical Statistical Mechanics at UC Berkeley. One completed a Ph.D. at the Courant Institute at NYU and is now a postdoc there. One just finished at McGill. One is currently pursuing a Ph.D. at Rice, three are at U. of Texas, two at Utah, one at Princeton, one at Boston U. and two at Stanford. Two are currently in medical school at BCM and Wash. U. 

Dr. Cox works closely with Drs. Peter Saggau (BCM) and Jim Knierim (UTH) on several comp-utational problems associated with both single cell and network activity in the hippocampus. With Dr. Saggau he develops diagnostic tools to infer the kinetics and distribution of calcium handling machinery from rapid spatio-temporal measurement of the concentration of buffered calcium following known stimuli.

Project 1) Extracting Biophysical information from calcium signals, This project will refine, extend, test and integrate existing crude methods for identifying the key parameters of intracellular calcium regulation. An isolated cell in slice is loaded with both a calcium indicator and calcium bound to a photolytic cage. Following a focal uncaging the fluorescence of the bound calcium is recorded in space and time. This signal reflects the competition of diffusion, pumps, immobile and mobile buffers for control of calcium and so reflects the diffusivities of free and bound calcium, the affinities of the various buffers, and the rates of the pumps lining the plasma membrane as well as the endoplasmic reticulum. Via careful dialysis, pharmacology and titration one may remove or at least fix one or several of these variables and then invert for the rest. This inversion results in a parameter identification problem for a system of partial differential equations. The Cox lab is in the process of developing/applying adjoint methods to such problems. The sensitivity of these tools to noise in the fluorescence measurements is the key obstacle to their integration into a successful diagnostic tool.

With Dr. Knierim he develops computational tools for large scale simulations of the hippo-campus. Their group has constructed and tested a PETSc based simulation tool for networks of integrate and fire cells. Efforts are currently underway to both extend the underlying single cell model and to dynamically exploit the functional network architecture.

Project 2) Efficient simulations of hippocampal networks. The apparently random connections between excitatory cells in the CA3 region of hippocampus precludes any simple static decomposition into functional subregions. There is however growing evidence for cell assemblies – anatomically distributed cells that fire together with a greater than average probability. If such regions could be efficiently identified we could develop computational methods that best distribute their resources by carefully resolving the activity of cell assemblies and then roughly updating the remaining, relatively quiet, fraction of the network. There is at present however quite a gulf between the probabilistic definition of cell assemblies espoused by the experimentalists and the asymptotic definition espoused by the theoreticians. The student’s task will be to bridge these two formulations and to exploit the resulting insights via development of a dynamically adaptive network simulator.

David Eagleman: BCM, Assistant Professor of Neuroscience 

Neural mechanisms of time perception
Dr. Eagleman has mentored 10 undergrads in the past four years from several universities. Their projects have involved psychophysical research, EEG, and computational modeling.

The long range goal of the Eagleman lab is to understand the neural mechanisms of time perception. To that end, we combine psychophysical, experimental, and computational approaches to address the relationship between the timing of perception and the timing of neural signals. We are currently engaged in experiments that explore temporal encoding, time warping, manipulations of the perception of causality, and time perception in high-adrenaline situations. We use this data to explore how neural signals processed by different brain regions come together for a temporally unified picture of the world.

Dr. Eagleman has mentored undergraduates on problems related to

1) psychophysical experiments involving the effect of stimulus duration on its perception,

2) perceptual experiments on synesthesia, a condition characterized by a blending of the senses,

3) neural network models of time perception,

4) psychophysical measures of the speed of the brain’s processing time,

5) motor-sensory tests involving the timing of stimuli when the operator is responsible or not responsible for triggering the stimuli, including EEG work,

6) psychophysical experiments that show the perception of duration is influenced by context of other temporal events,

7) computational analysis of data from thousands of synesthetes, including cluster analysis and sophisticated statistical tests,

8) interface programming and data analysis for the detailed analysis of data from synesthetes,

9) psychophysics and eye-tracking experiment on the ability of subjects to judge the timing of their own eye movements in relation to other events.

Fabrizio Gabbiani, co-PI, BCM, Associate Professor of Neuroscience 

Computations of sensory processing and sensorimotor transformations in the central nervous system
Dr. Gabbiani has directed four undergraduate/high-school student summer research projects at Baylor College of Medicine in the past five years. These projects have involved both experimental and theoretical research centered on topics of neural computation in the central nervous system.

The mechanisms underlying information processing by neurons and neuronal networks are currently the subject of intense investigations. In visual sensory systems, significant progress has been made in understanding the circuitry and the response dynamics underlying the receptive field properties of visual neurons. Our understanding of the cellular and dendritic mechanisms that could contribute to the processing of sensory information in single neurons has also been greatly increased. However, still very little is known about how the biophysical properties of single neurons are actually used to implement specific computations. Two types of neuronal computations thought to be fundamental to the processing of information within the nervous system are the multiplication of independent signals and invariance of neuronal responses. We are studying collision avoidance in the visual system of the locust as a model to investigate these questions. The locust optic lobes possess an identified neuron, the lobula giant motion detector neuron (LGMD), which responds vigorously to objects approaching on a collision course with the animal (looming stimuli). The firing rate of the LGMD peaks when an approaching object approximately reaches a constant angular threshold size on the retina, suggesting that angular threshold might be the variable used to trigger escape and collision avoidance behaviors. The time-course of the firing rate of this neuron in response to looming stimuli is best described by multiplying two inputs impinging on the dendrites of the LGMD. One input is excitatory and sensitive to motion while the other input is inhibitory and sensitive to size. Current evidence suggests that this multiplication is in part implemented within the dendritic tree of the neuron. Furthermore, the response of the LGMD is invariant to a wide range of looming stimulus parameters, including the contrast, the texture, the angle of approach and the particular shape of the approaching object. Because the LGMD can be reliably identified from animal to animal and recorded intracellularly for extended periods of time, it offers an ideal model to investigate the biophysical mechanisms underlying these computations.

Project 1) Role of active membrane conductances in shaping the receptive field properties of the LGMD neuron. In this project, the undergraduate student will carry out simulations to fit the parameters of models for specific currents in the LGMD neuron to electrophysiological data. This includes an inward rectifier current (H-current) and a calcium-dependent potassium current responsible for spike frequency adaptation. He/She will then investigate the effects of these currents on the tuning of the neuron to visual stimuli.

Project 2) Reconstruction of free-flight trajectories during collision avoidance behaviors. In this project, the undergraduate student will help to reconstruct the three-dimensional flight trajectories of locusts during collision avoidance maneuvers in a large cage. The locusts will be filmed with two high-speed video cameras mounted on pan/tilt stages. He/She will then study collision avoidance maneuvers as a function of various parameters of the locust trajectory (e.g., obstacle approach angle, speed).

Kresimir Josic, UH, Associate Professor of Mathematics 

Correlations and Neural Coding
Since 1999, Dr. Josic has supervised the research of 8 undergraduate students. Y. Shapiro, co-supervised with R. Devaney (Boston University) and partly funded by the NSF, developed soft-ware for the simulation of singularly perturbed complex dynamical systems Between 2003 and 2006, he jointly supervised interdisciplinary research  by 5 undergraduate students in computa-tional and theoretical neuroscience as part of a REU program at UH  funded by the NSF (DMS-9970310). More recently, he has worked with R. Rosenbaum on a expository article on non-autonomous dynamical systems to appear in SIAM Review. Six of the eight undergraduate students have continued their careers in science (most notably, V. Hajdik and Y. Shapiro who won prestigious scholarships to Texas A&M University and M.I.T. respectively, Nick Stepankiw who continued his research in theoretical neuroscience at Rice, and R. Rosenbaum who is pursuing his Ph.D. in mathematical neuroscience under Dr. Josic’s supervision).

Voltage waveforms recorded from neurons are frequently abstracted into a stream of binary events called a spike trains.  It is thought that spike trains capture most of the information that one neuron transmits to another.  In living organism spike trains are frequently correlated, and there is evidence that such correlations are an important component of the neural code.

Project 1) Tools to simulate correlated neuronal populations. Both experimental and computational examination of the role of correlations requires the simulation of spike train ensembles with pre-determined statistical characteristics.  The goal of this project is to develop  simulation methods resulting in spike trains with Poisson first order and arbitrary second order statistics, as well as generalizations.

Project 2) Correlations and population codes. The spike trains in project 1 will then be used as inputs to computational models of single neurons and neuronal networks.  The role of correlations will be examined by varying only higher order statistics of the input ensemble, as well as the intrinsic characteristics of the neuron or network.

Dr. Josic will mentor his projects from a visitor office in the Department of Computational and Applied Mathematics at Rice.

Stephen LaConte: BCM, Assistant Professor of Neuroscience 

Predictive modeling of functional magnetic resonance imaging data
In his former position at Emory University, Dr. LaConte co-advised two undergraduate summer students and served as an undergraduate honors thesis committee member. These students all did projects that involved the design, analysis and interpretation of functional magnetic resonance imaging (fMRI) data.

Within both the machine learning and cognitive neuroscience communities, there has been a remarkable surge in interest focused on brain state classification using functional magnetic resonance imaging (fMRI) data. This interest has been fostered by a growing number of fundamental methodological studies of brain state classification approaches, combined with an increasing awareness that such analyses can make profound contributions to how we interpret mental representations of information in the brain. This has given rise to inventive experimental designs aimed at a broad number of applications including unconsciously perceived sensory stimuli, behavioral choices in the context of emotional perception, early visual areas, information-based mapping, and memory recall. One of the developments in our lab is a real-time fMRI biofeedback system based on brain state classification. Using brain state-based real time feedback is distinctly different from spatially localized real-time implementations since it does not require prior assumptions about functional localization and individual performance strategies. Since feedback is provided based on estimated brain state, the approach is applicable over a broad spectrum of cognitive domains and provides the capability for a new class of experimental designs in which real-time control of the stimulus is possible. This means that, rather than using a fixed stimulus paradigm, experiments can adaptively evolve as subjects receive brain-state feedback. Summer undergraduate research students will contribute to one of the following research projects.

Project 1) Expanding the capabilities of real-time biofeedback. There are inherent benefits to our real-time implementation, which include i) independence from functional localization (flexibility across cognitive domains), ii) feedback that can be derived directly from brain state, and iii) minimal computational requirements during actual feedback. Several critical improvements, however, are required to provide flexibility for future applications. Specifically, we plan to be able to a) re-use a subject’s trained model across multiple sessions or after head movement b) obtain a brain state model from every run – even a test run where feedback is applied, c) perform experiments with more than two possible brain states, and d) perform event-related experiments.

Project 2) Visualization of brain state models. In certain prescribed contexts, predictive modeling to obtain high accuracy may be the ultimate goal. A major impetus for performing MRI-based experiments, however, is to obtain spatially resolved information to aid interpretation of brain activity. For fMRI, one advantage of predictive modeling is that it allows for spatially distributed patterns of activation while also incorporating the temporal structure of the experiment. Appropriate spatial summary maps can aid in model interpretation and provide a tangible means for comparing different models. Focusing on models generated with the support vector machine (SVM) framework, generation of such summary maps requires special consideration. There are multiple methods for extracting interpretable information from the SVM framework. In our previous work, we have proposed four such mapping strategies. Ultimately, these maps are expected to highlight different aspects of the SVM, driven by the spatio-temporal properties of fMRI, which itself is dependent on spatiotemporal events in the brain. We will compare and contrast four mapping strategies using simulated and experimentally acquired fMRI data and additionally consider “conventional” maps derived from univariate statistics.

Robert Raphael, Rice, Assistant Professor of Bioengineering

Computational Modeling of Cochlear Mechanics and Ion Transport.

Dr. Raphael has directed over 15 undergraduate student research projects in the past six years at Rice University. These projects have involved both experimental and theoretical research, and have focused on the newly emerging areas of Membrane and Auditory Bioengineering.

The ear is an exquisite instrument for analyzing sounds, one that provides a remarkable ability to hear in complex listening environments. Unfortunately, the loss of peripheral processing that occurs with hearing loss can dramatically reduce a listener’s ability to understand speech, especially in adverse environments. The most common type of hearing loss, sensorineural hearing loss, often results in damage to the sensory cells in the cochlea, inner and outer hair cells. While the inner hair cells serve as the input of sounds to the brain, the cochlear amplifier is widely thought to be the result of an active feedback mechanism due to outer hair cell length changes (electromotility) with changes in transmembrane potential. Consequently, the loss of the outer hair cells with hearing impairment is thought to disrupt the signal processing performed by the normal cochlea while the loss of the inner hair cells is thought to disrupt the input to the neural system. This traditional viewpoint, especially regarding the mechanisms involved in the cochlear amplifier, has long been the topic of debate. Non-mammalian vertebrates rely on force generation by the hair cell bundles to amplify sounds, and it has been recently shown that a similar bundle force generation is present in the mammalian cochlea. Our goal is to model this newfound cascade of amplifiers (outer hair cell bundle force generation, somatic motility, and inner hair cell bundle force generation) to understand the consequences of such a cascade on normal and impaired hearing.  This will provide for a set of telescoping models of cochlear signal processing that can be used to test hypotheses about the workings of normal and impaired ears. 

Project 1) Creating models of isolated hair cells that incorporate both hair bundle force generation and electromotility. We aim at creating a model of an isolated outer hair cell that includes both the piezoelectric effect of somatic electromotility and hair bundle force generation.  Our preliminary results suggest that the current flowing into the cell as a function of the force applied to the bundle is non-linear with three amplitude compression regimes. Using our combined model, we will compare the generation of distortion products and the growth with sound pressure level with an active hair bundle and with a traditional rectifying bundle model. We are particularly interested in the properties of the non-linear compression afforded by the cascade of electromotility and hair bundle force generation. We will examine the coupling of these two mechanisms to determine the transfer function between force applied to the bundle and the force produced by electromotility. 

Project 2) Incorporating models of isolated hair cells into a model of cochlear mechanics. We plan to incorporate the active force generation of the outer hair cell bundle into a pre-existing model of cochlear mechanics that includes the piezoelectric effect. A version of this model has already been shown to qualitatively reproduce many of the non-linear effects characteristic of the cochlear amplifier. We will test the effects of the three amplifiers (inner and outer hair bundles and somatic motility) in cascade and acting alone to determine signature differences in compression and frequency selectivity and to test the hypothesis that the three mechanisms may serve to provide the compression factors seen in the basilar membrane motion.

Peter Saggau: BCM, Professor of Neuroscience 

Biophysical and optical imaging approaches to understanding dendritic integration and excitability
Dr. Saggau has successfully trained numerous undergraduate and high school students (four during the last five years, total of twelve). The research interests in Dr. Saggau’s lab are twofold: First, to understand the biophysics of mammalian central neurons that control both the communication between cells and their individual computational properties. Second, to develop advanced optical imaging tools for studying living brain tissue that will help achieve the first goal. In both fields of interest, undergraduate students have actively contributed.

Project 1) Synaptic inputs and computational properties of neurons. Neelroop Parikshak, a Bioengineering major from Rice University has developed an interface that allows creating realistic computational models of neurons with complex dendritic arborizations. In the brain, dendrites are studded with synaptic contacts. The tool that he successfully developed supports the automated placement of synapses with user-selectable mathematical distributions in a realistic model of brain cells. This new tool is fully compatible to the well-known simulation environment NEURON. It can be used in situations where an investigator wants to analyze experimental imaging results or quickly predict the experimental outcome of a complex biological experiment. Neel has given a well-received poster presentation on his work at the 4th Annual Houston Conference on Theoretical Neuroscience.

Project 2) Developing advanced imaging tools for brain imaging. Michael Sorenson, a EE major from Rice University has explored the possibility of employing a spatial light modulator, commercially used in computer and video projectors and called a Digital Micromirror Device (DMD), to construct a confocal microscope. His creative use of a DMD allowed the design of a confocal microscope suited for fast imaging of nerve cells. His efforts led to an honors thesis and were presented at the Annual Meeting of the Society of General Physiology.

Harel Shouval, UTH, Assistant Professor of Neurobiology 

The Synaptic Basis of Learning Memory and Development
Dr. Shouval has previously worked with two undergraduates at Brown University on their senior thesis.  Work with one of them (David Goldbeg) produced two publications. Research in the Shouval lab concentrates on theoretical/ computational approaches to the study of synaptic plasticity and its implications on learning, memory and development. 
Project 1) The molecular basis of synaptic plasticity. Simulations of signal transduction pathways involved in synaptic plasticity are carried out, as well as analysis of the molecular dynamics of molecules such as calcium that are essential for synaptic plasticity. Current research concentrates on understanding the basis for the stability of synaptic efficacies despite protein turnover and trafficking. Previously the lab published abstract models to account for synaptic stability and it is currently developing biophysical models that can account for the long term maintenance of synaptic plasticity, despite the rapid turnover of synaptic proteins. 

Project 2) The contribution of synaptic plasticity to receptive field development. The lab is examining if simplified plasticity models, extracted by approximating biophysical models, can account for the development of receptive fields.  One of the labs goals is to simulate the development of orientation selective receptive fields using a simplified biophysical learning rule and natural image environment.  Of great current interest are models to account for recent observations of reward dependent plasticity in primary visual cortex that results in sustained activity that can predict reward timing. This work is carried out in collaboration with the Bear lab at MIT.

Andreas Tolias: BCM, Assistant Professor of Neuroscience 

Electrophysiological, computational and functional imaging approaches to processing of visual information in the cerebral cortex of alert behaving primates
Dr. Tolias has mentored five undergraduates in the past three years at the Max-Planck Institute for Biological Cybernetics in Tuebingen, Germany. These projects involved primarily theoretical work, but also some experimental work. The focus of the projects was to decipher the principles of the neural code. Research in Dr. Tolias’ lab focuses on understanding the network mechan-isms underlying visual perception and perceptual learning in primates. Previous research tackled this question by combining single-unit recordings with psychophysical experiments in behaving animals. These experiments led to important insights concerning how the activity of single cells relates to the sensory input and the behavioral output of the animal. However, this line of research also revealed that the firing patterns of individual neurons are often variable and the information they contain necessarily ambiguous because they are modulated by a variety of different sensory and behavioral conditions. 

Project 1) Impact of correlations in neural coding. An important aspect in population coding that has received much interest is the effect of correlated noise on the accuracy of the neural code. Theoretical studies have investigated the effects of different neuronal correlation structures on the amount of information that can be encoded by a population of neurons. To be analytically tractable, these studies usually had to make simplifying assumptions. Therefore, it remains unclear if the results also hold under more realistic scenarios. To address this question, we have developed a straightforward and efficient method to draw samples from multivariate near-maximum entropy Poisson distributions with arbitrary means and covariance matrices. This technique allows us explore the effects of different types of neuronal correlation structures and tuning functions under more realistic assumptions than previously. We are planning to compare these theoretical studies with experiments carried out in our own lab.

Project 2) Perceptual Learning. One of the most widely studied forms of learning is perceptual learning in the visual system, defined as the permanent improvement in performance as a result of training on a sensory task. Training improves the ability to perceive simple as well as complex visual attributes such as depth defined by random-dot stereograms, stimulus pop-out, and illicit object outlines, like potential bombs, when visualized though x-ray machines. Studying perceptual learning in the visual system is advantageous for understanding the underlying mechanisms since it is thought to involve early stages of visual processing where much is known about the properties of single units and cortical architecture. Perceptual learning is also used in the treatment of visual disorders (such as amblyopia) and following brain injury, underscoring the importance of understanding its mechanisms. A major impediment has been the inability to record from the same neurons chronically, in vivo, during the course of learning. Our lab has for the first time overcome this limitation by using chronically implanted tetrode arrays that allows us to record from the same neurons across multiple consecutive days and weeks in awake, behaving macaques.

Neal Waxham:  UTH, Professor of Neurobiology

Computational analysis of intracellular signaling
Dr. Waxham has directed four undergraduate projects at UTH over the past 4 years.  The research in the Waxham lab covers a broad array of methodologies to address synaptic signaling in neurons.  Four lines of investigation compose the lab’s efforts: 1) Biochemical and biophysical measurements of systems of synaptic signaling molecules, 2) Live cell spectroscopy to quantify the diffusion and interaction of signaling molecules, 3) 3-D electron microscopic reconstructions of single molecules and cellular organelles to provide accurate geometrical and spatial representations of synaptic signaling molecules, and 4) Theoretical and computational approaches to provide an overlying framework to consolidate the three experimental lines of investigation into a working model of the mammalian synapse. 

Project 1) Bistable phosphorylation/dephosphorylation cascades in the post-synaptic density.

David Savage, a mathematics and biochemistry major from Austin College contributed to a project that examined sustained phosphorylation in post-synaptic densities.  His results revealed that transient Ca2+ stimulation of post-synaptic densities produced a long-lived state of phosphorylation that was resistant to endogenous phosphatase activity.  The kinetics of this bistable phenotype leads to experimental support for several important hypotheses about how synaptic strength is stably increased at excitatory synapses.

Project 2) Kinetics of calmodulin binding to calcineurin. Joanna Forbes, a biology and neuroscience major from Duke University used biophysical and biochemical approaches to quantify the interactions of calmodulin with the Ca2+/calmodulin-dependent phosphatase, calcineurin.  Her results were the first quantitative measurements of the kinetics of this interaction and revealed that calcineurin has the tightest binding affinity of any Ca2+.calmodulin protein yet studied.  Joanna coauthored a publication of this work in BBRC in 2005.
































































































































































































































































































































































































































































