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Abstract
A dimension reduction method called Discrete Empirical Interpolation (DEIM) is proposed
and shown to dramatically reduce the computational complexity of the popular Proper Orthog-
onal Decomposition (POD) method for constructing reduced-order models for unsteady and/or
parametrized nonlinear partial differential equations (PDEs). In the presence of a general non-
linearity, the standard POD-Galerkin technique reduces dimension in the sense that far fewer
variables are present, but the complexity of evaluating the nonlinear term remains that of the
original problem. Here we describe DEIM as a modification of POD that reduces the complexity
as well as the dimension of general nonlinear systems of ordinary differential equations (ODEs).
It is, in particular, applicable to ODEs arising from finite difference discretization of unsteady
time dependent PDE and/or parametrically dependent steady state problems. Our contribution
is a greatly simplified description of Empirical Interpolation in a finite dimensional setting. The
method possesses an error bound on the quality of approximation. An application of DEIM
to a finite difference discretization of the 1-D FitzHugh-Nagumo equations is shown to reduce
the dimension from 1024 to order 5 variables with negligible error over a long-time integration
that fully captures non-linear limit cycle behavior. We also demonstrate applicability in higher
spatial dimensions with similar state space dimension reduction and accuracy results.

1 Introduction
Model order reduction (MOR) seeks to reduce the computational complexity and computational
time of large-scale dynamical systems by approximations of much lower dimension that can produce
nearly the same input/output response characteristics. High dimensional ODE systems arising from
discretization of partial differential equations (PDEs) are primary examples. Dimension reduction
do discretized unsteady and/or parametrized nonlinear PDEs is of great value in reducing computa-
tional times in many applications including the steady state flow problem and unsteady neuron
modeling examples used here as illustrations. These discrete systems often must become very high
dimensional to achieve desired accuracy in the numerical solutions. We introduce a Discrete Empir-
ical Interpolation Method (DEIM) to greatly improve the dimension reduction efficiency of proper
orthogonal decomposition (POD), a popular approach to constructing reduced-order models for
these discrete systems.

POD has provided reduced-order models of systems in numerous applications such as compress-
ible flow [8], fluid dynamics [5], aerodynamics [2], and optimal control [4]. However, effective di-

projected nonlinear function still depends on the dimension of the original system, resulting in simulation times that hardly improve over the original system. A method for eliminating this inefficiency is therefore essential for MOR of nonlinear systems.

The Discrete Empirical Interpolation Method detailed in Section 3, improves the POD approximation and achieves an honest complexity reduction of the nonlinear term with a complexity proportional to the number of reduced variables. DEIM is a discrete variant of the Empirical Interpolation Method introduced by Barrault, Maday, Nguyen and Patera [1] which was originally posed in an empirically derived finite dimensional function space. The approximation from DEIM is based on projection combined with interpolation. It constructs specially selected interpolation indices that specify an interpolation based projection that gives a nearly optimal subspace approximation to the nonlinear term without the expense of orthogonal projection. A procedure for selecting these indices is provided and shown to be numerically stable and inexpensive. The resulting approximation possesses an error bound indicating it is always nearly as good as the far more expensive orthogonal projection of POD.

Section 2 describes the problem setup arising from nonlinear finite difference (FD) discretized of unsteady time dependent PDE and steady state parameter dependent PDE. Dimension reduction via POD is reviewed in Section 2.1 followed by a discussion of a fundamental complexity issue in Section 2.2. While POD can do an excellent job of reducing the number of variables, the complexity of evaluating the nonlinear terms typically remains to be that of the original system. The DEIM approximation, which provides an excellent remedy to the complexity issue, is introduced in Section 3. The key to complexity reduction is to replace orthogonal projection of POD with the interpolation projection of DEIM in the same POD basis. An algorithm for selecting the interpolation indices used in the DEIM approximation is presented in Section 3.1. Section 3.2 provides an error bound on this interpolatory approximation indicating that it is nearly as good as orthogonal projection. Section 3.3 illustrates the validity of this error bound and the high quality of the DEIM approximations with selected numerical examples. In Section 3.4 we explain how to apply the DEIM approximation to nonlinear terms in POD reduced-order models of FD discretized systems and then we extend this to general nonlinear ODEs in Section 3.5. Finally, in Section 4, we give computational evidence of DEIM effectiveness in two specific problem settings. DEIM applied to a 1024 variable discretization of the FitzHugh-Nagumo equations produced a 5 variable reduced order model which was able to capture limit cycle behavior over a long-time integration. Similar effectiveness is demonstrated for a 2-D steady state parametrically dependent flow problem.

2 Problem Formulation

This section considers FD discretized systems arising from two types of nonlinear PDEs, which are used for our numerical examples in Section 4. One is unsteady time-dependent and the other is steady but parametrized. These settings are simplified for simplicity. We discuss general nonlinearities in Section 3.5.

The FD discretization of an unsteady scalar nonlinear PDE in one spatial variable of the form

\[
\frac{\partial y(x,t)}{\partial t} = \mathcal{L}(y(x,t)) + F(y(x,t)) \tag{1}
\]

results in a system nonlinear ODEs of the form

\[
\frac{dy(t)}{dt} = Ay(t) + F(y(t)), \tag{2}
\]

with appropriate initial conditions. Here \( t \in [0,T] \) denotes time, \( y(t) = [y_1(t), \ldots, y_n(t)]^T \in \mathbb{R}^n \), \( A \in \mathbb{R}^{n \times n} \) is a constant matrix, \( F \) is a nonlinear function evaluated at \( y(t) \) componentwise, i.e., \( F = [F(y_1(t)), \ldots, F(y_n(t))]^T, F: \mathcal{I} \mapsto \mathbb{R} \) for \( \mathcal{I} \subset \mathbb{R} \). The matrix \( A \) is the discrete approximation of the linear spatial differential operator \( \mathcal{L} \), and \( F \) is a nonlinear function of a scalar variable.
Steady nonlinear PDEs (in several spatial dimensions) might give rise similarly to a corresponding FD discretized system of the form

\[ Ay(\mu) + F(y(\mu)) = 0, \]  

with the corresponding Jacobian

\[ J(y(\mu)) := A + J_F(y(\mu)), \]  

where \( y(\mu) = [y_1(\mu), \ldots, y_n(\mu)]^T \in \mathbb{R}^n \), \( A \) and \( F \) defined as for (2). Note that from (4), the Jacobian of the nonlinear function is a diagonal matrix given by

\[ J_F(y(\mu)) = \text{diag}(F'(y_1(\mu)), \ldots, F'(y_n(\mu))) \in \mathbb{R}^{n \times n}, \]  

where \( F' \) denotes the first derivative of \( F \). The parameter \( \mu \in \mathcal{D} \subset \mathbb{R}^d \), \( d = 1, 2, \ldots \), generally represents the system’s configuration in terms of its geometry, material properties, etc.

To simplify exposition, we have considered time dependence and parametric dependence separately. Note, however, that the two may be merged to address time dependent parametrized systems. For example, if one wished to allow for a variety of initial conditions in a time dependent problem, including them as parameters would be a possibility.

The dimension \( n \) of (2) and (3) reflects the number of spatial grid points used in the FD discretization. As noted, the dimension \( n \) can become extremely large when high accuracy is required. Hence, solving these systems becomes computationally intensive or possibly infeasible. Approximate models with much smaller dimensions are needed to recover the efficiency.

Projection-based techniques are commonly used for constructing a reduced-order system. They construct a reduced-order system of order \( k \ll n \) that approximates the original system from a subspace spanned by a reduced basis of dimension \( k \) in \( \mathbb{R}^n \). We use Galerkin projection as the means for dimension reduction. In particular, let \( \mathbf{V}_k \in \mathbb{R}^{n \times k} \) be a matrix whose orthonormal columns are the vectors in the reduced basis. Then by replacing \( y(t) \) in (2) by \( \mathbf{V}_k \tilde{y}(t), \tilde{y}(t) \in \mathbb{R}^k \) and projecting the system (2) onto \( \mathbf{V}_k \), the reduced system of (2) is of the form

\[ \frac{d}{dt}\tilde{y}(t) = \underbrace{\mathbf{V}_k^T A \mathbf{V}_k}_{\tilde{A}} \tilde{y}(t) + \underbrace{\mathbf{V}_k^T F(\mathbf{V}_k \tilde{y}(t))}_{\tilde{B}}. \]  

Similarly, the reduced-order system of (3) is of the form

\[ \underbrace{\mathbf{V}_k^T A \mathbf{V}_k}_{\tilde{A}} \tilde{y}(\mu) + \underbrace{\mathbf{V}_k^T F(\mathbf{V}_k \tilde{y}(\mu))}_{\tilde{B}} = 0, \]  

with corresponding Jacobian

\[ \tilde{J}(\tilde{y}(\mu)) := \tilde{A} + \mathbf{V}_k^T J_F(\mathbf{V}_k \tilde{y}(\mu)) \mathbf{V}_k, \]  

where \( \tilde{A} = \mathbf{V}_k^T A \mathbf{V}_k \in \mathbb{R}^{k \times k} \). The choice of the reduced basis clearly affects the quality of the approximation. The techniques for constructing a set of reduced basis uses a common observation that, for a particular system, the solution space is often attracted to a low dimensional manifold. Therefore, the reduced basis is generally problem dependent. POD constructs these global basis functions from an SVD of snapshots, which are discrete samples of trajectories associated with a particular set of boundary conditions and inputs.

Among the various techniques for obtaining a reduced basis, POD constructs a reduced basis that is optimal in the sense that a certain approximation error concerning the snapshots is minimized. Thus, the space spanned by the basis from POD often gives a better approximation than other approaches with the same dimension. The POD technique is therefore used here as a starting point.
2.1 Proper Orthogonal Decomposition (POD)

POD is a method for constructing a low-dimensional approximation representation of a subspace in Hilbert space. It is essentially the same as the singular value decomposition (SVD) in a finite dimensional space or in Euclidean space. It efficiently extracts the basis elements that contain characteristics of the space of expected solutions of the PDE. The POD basis in Euclidean space is defined formally as follows.

Given a set of snapshots \( \{ y^1, \ldots, y^n \} \subset \mathbb{R}^n \) (recall snapshots are samples of trajectories), let \( \mathcal{Y} = \text{span}\{y^1, \ldots, y^n\} \subset \mathbb{R}^n \) and \( r = \text{dim}(\mathcal{Y}) \). A POD basis of dimension \( k < r \) is a set of orthonormal vectors \( \{ \phi_i \}_{i=1}^k \subset \mathbb{R}^n \) whose linear span best approximates the space \( \mathcal{Y} \). The basis set \( \{ \phi_i \}_{i=1}^k \) solves the minimization problem

\[
\min_{\{ \phi_i \}_{i=1}^k} \sum_{j=1}^n \| y_j - \sum_{i=1}^k (y_j^T \phi_i) \phi_i \|_2^2
\]

where \( y_j \) are samples of trajectories, \( \phi_i \) are orthogonal, and \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r) \in \mathbb{R}^{n \times r} \) with \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0 \). The rank of \( \Sigma \) is \( r \leq \min(n, n_s) \). Then the POD basis or the optimal solution of (9) is \( \{ v_i \}_{i=1}^k \). The minimum 2-norm error from approximating the snapshots using the POD basis is then given by

\[
\sum_{j=1}^n \| y_j - \sum_{i=1}^k (y_j^T v_i) v_i \|_2^2 = \sum_{i=k+1}^r \sigma_i^2.
\]

We refer to [5] for more details on the POD basis in general Hilbert space.

The choice of the snapshot ensemble is a crucial factor in constructing a POD basis. This choice can greatly affect the approximation of the original solution space, but it is a separate issue and will not be discussed here. POD works well in many applications and generally gives better approximations than any other known reduced-basis techniques. However, when POD is used in conjunction with the Galerkin projection, effective dimension reduction is usually limited to the linear terms, as shown next in Section 2.2. Systems with nonlinearities need additional treatment, which will be presented in Section 3.

2.2 A Problem with Complexity of the POD-Galerkin Approach

This section illustrates the computational inefficiency that occurs in solving the reduced-order system that is directly obtained from POD-Galerkin approach. Equation (6) has nonlinear term

\[
\tilde{N}(\tilde{y}) := \underbrace{V_k^T F(V_k \tilde{y}(t))}_{n \times 1}.
\]

\( \tilde{N}(\tilde{y}) \) has a computational complexity that depends on \( n \), the dimension of the original full-order system (2). It requires on the order of \( nk \) Flops for matrix-vector multiplications and it also requires a full evaluation of the nonlinear function \( F \) at the \( n \)-dimensional vector \( V_k \tilde{y}(t) \). Thus, if the complexity for evaluating the nonlinear function \( F \) with \( q \) components is \( O(\alpha(q)) \), then the complexity for computing (10) is roughly \( O(\alpha(n) + 4nk) \). As a result, solving this system might still be as costly as solving the original system.
The same inefficiency occurs when solving the reduced-order system (7) for the steady nonlinear PDEs by Newton iteration. At each iteration, both a nonlinear term of the form (10) and Jacobian (8) must be computed with a computational cost that still depends on the full-order dimension $n$ due to the Jacobian of the nonlinear term:

$$\tilde{J}_F(\tilde{y}(\mu)) := V^T_k J_F(V_k \tilde{y}(\mu)) V_k. \quad (11)$$

The computational complexity for computing (11) is roughly $O(\alpha(n) + 4nk + 2nk^2)$.

3 Discrete Empirical Interpolation Method (DEIM)

An effective way to overcome the difficulty described in Section 2.2 is to approximate the nonlinear function in (6) or (7) by projecting it onto a subspace that approximates space generated by the nonlinear function and that is spanned by a basis of dimension $m \ll n$. This section considers the nonlinear functions $F(V_k \tilde{y}(\tau))$ and $F(V_k \tilde{y}(\mu))$ of the reduced-order systems (6) and (7), respectively, in a simplified notation given by $f(\tau)$, where $\tau = t$ or $\mu$. The approximation from projecting $f(\tau)$ onto the subspace spanned by the basis $\{u_1, \ldots, u_m\} \subset \mathbb{R}^n$ is of the form

$$f(\tau) \approx Uc(\tau), \quad (12)$$

where $U = [u_1, \ldots, u_m] \in \mathbb{R}^{n \times m}$ and $c(\tau)$ is the corresponding coefficient vector. To determine $c(\tau)$, we select $m$ distinguished rows from the overdetermined system $f(\tau) = Uc(\tau)$. In particular, consider a matrix

$$P = [e_{\varphi_1}, \ldots, e_{\varphi_m}] \in \mathbb{R}^{n \times m}, \quad (13)$$

where $e_{\varphi_i} = [0, \ldots, 0, 1, 0, \ldots, 0]^T \in \mathbb{R}^n$ is the $\varphi_i$-th column of the identity matrix $I_n \in \mathbb{R}^{n \times n}$, for $i = 1, \ldots, m$. Suppose $P^T U$ is nonsingular. Then the coefficient vector $c(\tau)$ can be determined uniquely from

$$P^T f(\tau) = (P^T U)c(\tau), \quad (14)$$

and the final approximation from (12) becomes

$$f(\tau) \approx Uc(\tau) = U(P^T U)^{-1} P^T f(\tau). \quad (15)$$

To obtain the approximation (18), we must specify

1. Projection basis $\{u_1, \ldots, u_m\}$;
2. Interpolation indices $\{\varphi_1, \ldots, \varphi_m\}$ used in (13).

The projection basis $\{u_1, \ldots, u_m\}$ for the nonlinear function $f$ is constructed by applying the POD on the nonlinear snapshots obtained from the original full-order system. These nonlinear snapshots are the sets $\{F(y(t_1)), \ldots, F(y(t_{n_s}))\}$ or $\{F(y(\mu_1)), \ldots, F(y(\mu_{n_s}))\}$ obtained from (10) or (11).

The interpolation indices $\varphi_1, \ldots, \varphi_m$, used for determining the coefficient vector $c(\tau)$ in the approximation (12), are selected inductively from the basis $\{u_1, \ldots, u_m\}$ by the DEIM algorithm introduced in the next section.
Algorithm 1: DEIM

INPUT: \( \{u_\ell\}_{\ell=1}^m \subset \mathbb{R}^n \) linearly independent

OUTPUT: \( \mathbf{\bar{\varphi}} = [\varphi_1, \ldots, \varphi_m]^T \in \mathbb{R}^m \)

1: \( ||\rho|\varphi_1 = \max\{|u_1|\} \)
2: \( U = [u_1], P = [e_{\varphi_1}], \mathbf{\bar{\varphi}} = [\varphi_1] \)
3: for \( \ell = 2 \) to \( m \) do
4: \( r = u_\ell - Uc \)
5: \( ||\rho|\varphi_\ell = \max\{|r|\} \)
6: \( U \leftarrow [U \ u_\ell], P \leftarrow [P \ e_{\varphi_\ell}], \mathbf{\bar{\varphi}} \leftarrow \begin{bmatrix} \mathbf{\bar{\varphi}} \\ \hat{\varphi}_\ell \end{bmatrix} \)
7: end for

3.1 DEIM: Algorithm for Interpolation Indices

DEIM is a discrete variant of the Empirical Interpolation Method (EIM) proposed in [1] for constructing an approximation of a non-affine parametrized function with spatial variable defined in a continuous bounded domain \( \Omega \). The DEIM algorithm treats the continuous domain \( \Omega \) as a finite set of discrete points in \( \Omega \). The DEIM algorithm selects an index at each iteration to limit growth of an error bound. This provides a derivation of a global error bound as presented in Section 3.2.

The notation \( \max \) in Algorithm 1 is the same as the function \( \max \) in MATLAB. Thus, \( ||\rho|\varphi_\ell = \max\{|r|\} \) implies \( |\rho| = |r_{\varphi_\ell}| = \max_{i=1, \ldots, n}\{|r_i|\} \), with the smallest index taken in case of a tie. Note that we define \( \rho = r_{\varphi_\ell} \) in each iteration \( \ell = 1, \ldots, m \).

From Algorithm 1, the DEIM procedure constructs a set of indices inductively on the input basis. The order of the input basis \( \{u_\ell\}_{\ell=1}^m \) according to the dominant singular values is important and an error analysis indicates that the POD basis is a suitable choice for this algorithm. The process starts from selecting the first interpolation index \( \varphi_1 \in \{1, \ldots, n\} \) corresponding to the entry of the first input basis \( u_1 \) with largest magnitude. The remaining interpolation indices, \( \varphi_\ell \) for \( \ell = 2, \ldots, m \), are selected so that each of them corresponds to the entry with the largest magnitude of the residual \( r = u_\ell - Uc \) from line 5 of Algorithm 1. The term \( r \) can be viewed as the residual or the error between the input basis \( u_\ell \) and its approximation \( Uc \) from interpolating the basis \( \{u_1, \ldots, u_{\ell-1}\} \) at the indices \( \varphi_1, \ldots, \varphi_{\ell-1} \) in line 4 of Algorithm 1. Hence, \( r_{\varphi_i} = 0 \) for \( i = 1, \ldots, \ell - 1 \). However, the linear independence of the input basis \( \{u_\ell\}_{\ell=1}^m \) guarantees that, in each iteration, \( r \) is a nonzero vector and hence \( \rho \) is also nonzero. We shall demonstrate in Lemma 3.2 that \( \rho \neq 0 \) at each step implies \( P^TU \) is always nonsingular and hence the DEIM procedure is well-defined. This also implies that the interpolation indices \( \{\varphi_i\}_{i=1}^m \) are hierarchical and non-repeated. Figure 1 illustrates the selection procedure in Algorithm 1 for DEIM interpolation indices.

To summarize, the DEIM approximation is given formally as follows.

**Definition 3.1** Let \( f : \mathcal{D} \rightarrow \mathbb{R}^n \) be a nonlinear vector-valued function with \( \mathcal{D} \subset \mathbb{R}^d \), for some positive integer \( d \). Let \( \{u_\ell\}_{\ell=1}^m \subset \mathbb{R}^n \) be a linearly independent set, for \( m = 1, \ldots, n \). For \( \tau \in \mathcal{D} \), the DEIM approximation of order \( m \) for \( f(\tau) \) in the space spanned by \( \{u_\ell\}_{\ell=1}^m \) is given by

\[
\hat{f}(\tau) := U(P^TU)^{-1}P^Tf(\tau),
\]

where \( U = [u_1, \ldots, u_m] \in \mathbb{R}^{n \times m} \) and \( P = [e_{\varphi_1}, \ldots, e_{\varphi_m}] \in \mathbb{R}^{n \times m} \) with \( \{\varphi_1, \ldots, \varphi_m\} \) being the output from Algorithm 1 with the input basis \( \{u_\ell\}_{i=1}^m \).
Notice that \( \hat{f} \) in (16) is indeed an interpolation approximation for the original function \( f \), since \( \hat{f} \) is exact at the interpolation indices; i.e., for \( \tau \in \mathcal{D} \),
\[
P^T \hat{f}(\tau) = P^T (U(P^T U)^{-1}P^T f(\tau)) = (P^T U)(P^T U)^{-1}P^T f(\tau) = P^T f(\tau).
\]

Notice also that the DEIM approximation is uniquely determined by the projection basis \( \{u_i\}_{i=1}^m \). This basis not only specifies the projection subspace used in the approximation, but also determines the interpolation indices used for computing the coefficient of the approximation. Hence, the choice of projection basis can greatly affect the accuracy of the approximation in (16) as shown also in the error bound of the DEIM approximation (19) in the next section. As noted, proper orthogonal decomposition (POD) introduced in Section 2.1 is an efficient method for constructing this projection basis, since it provides a set of optimal global basis that captures the dynamic of the space of nonlinear function. POD basis is therefore used in this paper for constructing a projection basis.

The selection of the interpolation points is basis dependent. However, once the set of DEIM interpolation indices \( \{\varphi_i\}_{i=1}^m \) is determined from \( \{u_i\}_{i=1}^m \), the DEIM approximation is independent of the choice of basis spanning the space \( \text{Range}(U) \). In particular, let \( \{q_i\}_{i=1}^m \) be any basis for \( \text{Range}(U) \). Then
\[
U(P^T U)^{-1}P^T f(\tau) = Q(P^T Q)^{-1}P^T f(\tau),
\]
where \( Q = [q_1, \ldots, q_m] \in \mathbb{R}^{n \times m} \). To verify (17), note that \( \text{Range}(U) = \text{Range}(Q) \) so that \( U = QR \) for some nonsingular matrix \( R \in \mathbb{R}^{m \times m} \). This substitution gives
\[
U(P^T U)^{-1}P^T f(\tau) = (QR)((P^T Q)R)^{-1}P^T f(\tau) = Q(P^T Q)^{-1}P^T f(\tau).
\]

### 3.2 Error Bound for DEIM

This section provides an error bound for the DEIM approximation. The bound is obtained recursively on the magnification factor of the best 2-norm approximation error. This error bound is given formally as follows.

**Lemma 3.2** Let \( f \in \mathbb{R}^n \) be an arbitrary vector. Let \( \{u_i\}_{i=1}^m \subset \mathbb{R}^n \) be a given orthonormal set of vectors. From Definition 3.1, the DEIM approximation of order \( m \) for \( f \) in the space spanned by \( \{u_i\}_{i=1}^m \) is
\[
\hat{f} = U(P^T U)^{-1}P^T f,
\]
where \( U = [u_1, \ldots, u_m] \in \mathbb{R}^{n \times m} \) and \( P = [e_{\varphi_1}, \ldots, e_{\varphi_m}] \in \mathbb{R}^{n \times m} \) with \( \{\varphi_1, \ldots, \varphi_m\} \) being the output from Algorithm 1 with the input basis \( \{u_i\}_{i=1}^m \). An error bound for \( \hat{f} \) is then given by
\[
\|f - \hat{f}\|_2 \leq \|(P^T U)^{-1}\|_2 \mathcal{E}_*(f) \leq C \mathcal{E}_*(f)
\]
where
\[
\mathcal{E}_*(f) = \|(I - UU^T)f\|_2
\]
is the error of the best 2-norm approximation for \( f \) from the space \( \text{Range}(U) \), and \( C \) is a constant obtained recursively from the DEIM iteration as follows:
For \( m = 1 \),
\[
C_1 = \frac{1}{\|e_{\varphi_1}^T u_1\|_\infty^{-1}} = \|u_1\|_\infty^{-1}.
\]
For \( \ell = 2, \ldots, m \),
\[
C_\ell = \left[1 + \sqrt{2n}\right]C_{\ell-1}.
\] (22)

Finally, \( C = C_m \).

**Proof:**

This proof provides motivation for DEIM selection process in terms of minimizing the local error growth for the approximation.

Consider the DEIM approximation \( \hat{f} \) given by (18). We wish to determine a bound for the error \( \|f - \hat{f}\|_2 \) in terms of the optimal 2-norm approximation for \( f \) from \( \text{Range}(U) \). This best approximation is given by
\[
f_* = UU^T f,
\] (23)
which minimizes the error \( \|f - \hat{f}\|_2 \) over \( \text{Range}(U) \). Consider
\[
f = (f - f_*) + f_* = w + f_*,
\] (24)
where \( w = f - f_* = (I - UU^T)f \). Define the projector \( P = U(P^TU)^{-1}P^T \). From (16) and (24),
\[
\hat{f} = Pf = P(w + f_*) = Pw + Pf_* = Pw + f_*.
\] (25)

Equations (24) and (25) imply \( f - \hat{f} = (I - P)w \) and
\[
\|f - \hat{f}\|_2 = \|(I - P)w\|_2 \leq \|I - P\|_2 \|w\|_2
\] (26)

Note that
\[
\|I - P\|_2 = \|P\|_2 = \|U(P^TU)^{-1}P^T\|_2 \leq \|U\|_2 \|(P^TU)^{-1}\|_2 \|P^T\|_2 = \|(P^TU)^{-1}\|_2.
\] (27)

The first equality in (27) follows from the fact that \( \|I - P\|_2 = \|P\|_2 \), for any projector \( P \neq 0 \) or \( I \) (see [9]). The last equality in (27) follows from the fact that \( \|U\|_2 = \|P^T\|_2 = 1 \), since each of the matrices \( U \) and \( P \) has orthonormal columns.

Note that \( \varepsilon_*(f) := \|w\|_2 \) is the minimum 2-norm error for \( f_* \) defined in (23). From (27), the bound for the error in (26) becomes
\[
\|f - \hat{f}\|_2 \leq \|(P^TU)^{-1}\|_2 \varepsilon_*(f),
\] (28)
and \( \|(P^TU)^{-1}\|_2 \) is the magnification factor needed to express the DEIM error in terms of the optimal approximation error. Hence determination of the bound for \( \|f - \hat{f}\|_2 \) is reduced to a problem of giving a bound for the matrix norm

The matrix norm \( \|(P^TU)^{-1}\|_2 \) depends on the DEIM selection of indices \( \rho_1, \ldots, \rho_m \) through the permutation matrix \( P \). We now show that each iteration of the DEIM algorithm aims to select an index to limit stepwise growth of \( \|(P^TU)^{-1}\|_2 \) and hence to limit size of the bound for the error \( \|f - \hat{f}\|_2 \).

To simplify notation, for \( \ell = 2, \ldots, m \), we denote the relevant quantities at iteration \( \ell \) by
\[
\begin{align*}
\hat{U} &= \begin{bmatrix} u_1, \ldots, u_{\ell-1} \end{bmatrix} \in \mathbb{R}^{n \times (\ell-1)}, & P &= \begin{bmatrix} e_{\rho_1}, \ldots, e_{\rho_{\ell-1}} \end{bmatrix} \in \mathbb{R}^{n \times (\ell-1)}, \\
u &= u_{\ell} \in \mathbb{R}^n, & p &= e_{\rho_{\ell}} \in \mathbb{R}^n, \\
U &= \begin{bmatrix} \hat{U} & u \end{bmatrix} \in \mathbb{R}^{n \times \ell}, & P &= \begin{bmatrix} \hat{P} & p \end{bmatrix} \in \mathbb{R}^{n \times \ell},
\end{align*}
\] (29)
Put $M = P^T U$ and consider the matrix norm $\|M^{-1}\|_2$ from Algorithm 1. At the initial step of Algorithm 1, $P = e_{\nu_1}$ and $U = u_1$. Thus,

$$M = P^T U = e_{\nu_1}^T u_1$$

which establishes condition (21). Note that the choice of the first interpolation index $\nu_1$ minimizes the matrix norm $\|M^{-1}\|_2$ and hence minimize the error bound in (28).

Now consider a general step $\ell \geq 2$ with matrices defined by Equations (29). With $M = P^T U$, we can write $M = \begin{bmatrix} M & P^T u \\ p^T U & p^T u \end{bmatrix}$, where $\tilde{M} = P^T \tilde{U}$ and $M$ can be factored in the form of

$$M = \begin{bmatrix} M & P^T u \\ p^T U & p^T u \end{bmatrix} = \begin{bmatrix} \tilde{M} & 0 \\ a^T & \rho \end{bmatrix} \begin{bmatrix} I & c \\ 0 & 1 \end{bmatrix},$$

where $a^T = p^T \tilde{U}$, $c = \tilde{M}^{-1} P^T u$, and $\rho = p^T u - a^T c = p^T (u - \tilde{U} \tilde{M}^{-1} P^T u)$. Note $|\rho| = \|r\|_\infty$ where $r$ is defined at Step 5 of Algorithm 1. Now, the inverse of $M$ is

$$M^{-1} = \begin{bmatrix} I & -c \\ 0 & 1 \end{bmatrix} \begin{bmatrix} \tilde{M}^{-1} & 0 \\ -\rho^{-1} a^T \tilde{M}^{-1} & \rho^{-1} \end{bmatrix}$$

$$= \begin{bmatrix} I & -c \\ 0 & 1 \end{bmatrix} \begin{bmatrix} I & 0 \\ -\rho^{-1} a^T & \rho^{-1} \end{bmatrix} \begin{bmatrix} \tilde{M}^{-1} & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 \end{bmatrix}$$

$$= \left\{ \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} + \rho^{-1} \begin{bmatrix} c \\ -1 \end{bmatrix} [a^T, -1] \right\} \begin{bmatrix} \tilde{M}^{-1} & 0 \\ 0 & 1 \end{bmatrix}$$

A bound for the 2-norm of $M^{-1}$ is then given by

$$\|M^{-1}\|_2 \leq \left\{ \left\| \begin{bmatrix} I & 0 \\ 0 & 0 \end{bmatrix} \right\|_2 + |\rho|^{-1} \left\| \begin{bmatrix} c \\ -1 \end{bmatrix} [a^T, -1] \right\|_2 \right\} \left\| \begin{bmatrix} \tilde{M}^{-1} & 0 \\ 0 & 1 \end{bmatrix} \right\|_2$$

Now, observe that

$$\left\| \begin{bmatrix} c \\ -1 \end{bmatrix} [a^T, -1] \right\|_2 = \left\| \tilde{U} u \begin{bmatrix} c \\ -1 \end{bmatrix} [a^T, -1] \right\|_2$$

$$= \left\| \tilde{U} c - u \right\|_2 \left\| [a^T, -1] \right\|_2$$

$$\leq \sqrt{1 + \|a\|_2^2 n} \|\tilde{U} c - u\|_\infty \leq \sqrt{2n} |\rho|.$$

Substituting this into (35) gives

$$\|M^{-1}\|_2 \leq 1 + \sqrt{2n} \|M^{-1}\|_2$$

to establish the recursive Formula (22) and conclude the proof. □

Since the DEIM procedure selects the index $\nu_\ell$ that maximizes $|\rho|$, it minimizes the reciprocal $\frac{1}{|\rho|}$, which controls the increment in the bound of $\|M^{-1}\|_2$ at iteration $\ell$. Therefore, the selection process for the interpolation index in each iteration of DEIM (line 6 of Algorithm 1) can be explained in terms of limiting growth of the error bound of the approximation $\hat{f}$. This error bound applies to any nonlinear vector-valued function $f(\tau) = F(y(\tau))$ approximated by DEIM. However, the bound is mainly of theoretical interest since it is very pessimistic and grows far more rapidly than the actual values of $\|(P^T U)^{-1}\|_2$ that we have observed in practice.
For a given dimension $m$ of the DEIM approximation, the term $C$ is constant for any vector $f$ and hence it applies to the approximation to any sample $f(\tau) = F(V_k\tilde{y}(\tau))$, where $\tau$ represents time $t$ in Equation (2) or parameter vector $\mu$ in Equation (3). However, the best approximation error

$$E_* = E_*(f(\tau))$$

is dependent upon $f(\tau)$ and changes with each new value of $\tau$. This would be quite expensive to compute, so an easily computable estimate is highly desirable. A reasonable estimate is available with the SVD of the nonlinear snapshot matrix

$$\hat{F} = [f^1, f^2, \ldots, f^n].$$

Let $F = \text{Range}(\hat{F})$ and let $\hat{F} = \hat{U}\hat{\Sigma}\hat{W}^T$ its SVD. where $\hat{U}$ represents the leading $m$ columns of the orthogonal matrix $\hat{U}$. Partition $\hat{\Sigma} = \begin{bmatrix} \Sigma & 0 \\ 0 & \Sigma \end{bmatrix}$ to conform with the partitioning of $\hat{U}$. The singular values are ordered as usual with $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_m \geq \sigma_{m+1} \geq \ldots \geq \sigma_n \geq 0$. The diagonal matrix $\Sigma$ has the leading $m$ singular values on its diagonal. The orthogonal matrix $\hat{W} = [W, \tilde{W}]$ is partitioned accordingly. Any vector $f \in F$ may be written in the form

$$f = \hat{F}\hat{g} = \hat{U}\Sigma\hat{g} + \hat{U}\tilde{\Sigma}\tilde{g},$$

where $g = W^T\hat{g}$ and $\tilde{g} = \tilde{W}^T\hat{g}$. Thus

$$\|f - f_*\|_2 = \|(I - \hat{U}\hat{U}^T)f\|_2 = \|\tilde{U}\Sigma\tilde{g}\|_2 \leq \sigma_{m+1}\|\tilde{g}\|_2.$$

For vectors $f$ nearly in $F$, we have $f = \hat{F}\hat{g} + w$ with $w^T\hat{F}\hat{g} = 0$, and thus

$$E_* = E_*(f) \approx \sigma_{m+1}, \quad (40)$$

is reasonable so long as $\|w\|_2$ is small ($\|w\|_2 = O(\sigma_{m+1})$ ideally). The POD approach (and hence the resulting DEIM approach) is most successful when the trajectories are attracted to a low dimensional subspace (or manifold). Hence, the vectors $f(\tau)$ should nearly lie in $F$ and this approximation will then serve for all of them.

To illustrate the error bound for DEIM approximation, we next present numerical examples on some examples of nonlinear parametrized functions defined on 1D and 2D discrete spatial points. These experiments show that the approximate error bound using $\sigma_{m+1}$ in place of $E_*$ is quite reasonable in practice.

### 3.3 Numerical Examples of the DEIM Error Bound

This section demonstrates the accuracy and efficiency of the approximation from DEIM as well as its error bound given in Section 3.2. The examples here use the POD basis in the DEIM approximation. The POD basis is constructed from a set of snapshots corresponding to a selected set of elements in $\mathcal{D}$. In particular, we define

$$\mathcal{D}^s = \{\mu^1_s, \ldots, \mu^s_{n_s}\} \subset \mathcal{D} \quad (41)$$

used for constructing a set of snapshots given by

$$\mathcal{S} = \{f(\mu^1_s), \ldots, f(\mu^s_{n_s})\}, \quad (42)$$

which is used for computing the POD basis $\{u^i\}_{i=1}^m$ for the DEIM approximation. To evaluate the accuracy, we apply the DEIM approximation $\hat{f}$ in (16) to the elements in the set

$$\mathcal{D} = \{\bar{\mu}_1, \ldots, \bar{\mu}_n\} \subset \mathcal{D}. \quad (43)$$
Figure 1: Illustration of the selection process of indices in Algorithm 1 for the DEIM approximation. The input basis vectors are the first 6 eigenvectors of the discrete Laplacian. From the plots, \( u = u_\ell \), \( U_c \) and \( r = u_\ell - U_c \) are defined as in the iteration \( \ell \) of Algorithm 1.
which is different from and larger than the set $\mathcal{D}^*$ used for the snapshots. Then we consider the average error for \textit{DEIM approximation} $\hat{f}$ over the elements in $\mathcal{D}$ given by

$$\bar{E}(\hat{f}) = \frac{1}{\bar{n}} \sum_{i=1}^{\bar{n}} \| \hat{f}(\bar{\mu}_i) - \hat{f}(\bar{\mu}_i) \|_2,$$

(44)

the average POD error in (20) for \textit{POD approximation} $\hat{f}_*$ from (23) over the elements in $\mathcal{D}$ given by

$$\bar{E}_*(\hat{f}_*) = \frac{1}{\bar{n}} \sum_{i=1}^{\bar{n}} \| \hat{f}_*(\bar{\mu}_i) \|_2 = \frac{1}{\bar{n}} \sum_{i=1}^{\bar{n}} \delta_e(f(\bar{\mu}_i)).$$

(45)

The error bound given in (19) guarantees the existence $(\mathbf{P}^T \mathbf{U})^{-1}$ and therefore, in this section, instead of using $\bar{C}$ given in Lemma 3.2, we use $\bar{C} := \| (\mathbf{P}^T \mathbf{U})^{-1} \|_2$ directly to compute the average error bound which is then given by

$$\frac{1}{\bar{n}} \sum_{i=1}^{\bar{n}} \| f(\bar{\mu}_i) - \hat{f}(\bar{\mu}_i) \|_2 \leq \bar{C} \frac{1}{\bar{n}} \sum_{i=1}^{\bar{n}} \delta_e(f(\bar{\mu}_i)).$$

(46)

with the corresponding approximation using (40):

$$\frac{1}{\bar{n}} \sum_{i=1}^{\bar{n}} \| f(\bar{\mu}_i) - \hat{f}(\bar{\mu}_i) \|_2 \lesssim \bar{C} \sigma_{m+1}.$$  

(47)

3.3.1 Nonlinear parametrized function with spatial points in 1D

Consider a nonlinear parametrized function $s : \Omega \times \mathcal{D} \mapsto \mathbb{R}$ defined by

$$s(x; \mu) = (1 - x) \cos(3\pi \mu \mu(x + 1)) e^{-(1+x)\mu},$$

(48)

where $x \in \Omega = [-1, 1]$ and $\mu \in \mathcal{D} = [1, \pi]$. This nonlinear function is from an example in [7]. Let $x = [x_1, \ldots, x_n]^T \in \mathbb{R}^n$, with $x_i$ equidistantly spaced points in $\Omega$, for $i = 1, \ldots, n$, $n = 100$. Define $f : \mathcal{D} \mapsto \mathbb{R}^n$ by

$$f(\mu) = [s(x_1; \mu), \ldots, s(x_n; \mu)]^T \in \mathbb{R}^n,$$

(49)

for $\mu \in \mathcal{D}$. This example uses 51 snapshots $f(\mu_i^*)$ to construct POD basis $\{u_\ell\}_{\ell=1}^m$ with $\mu_1^*, \ldots, \mu_{51}^*$ are selected from equally spaced points in $[1, \pi]$. Figure 2 shows the singular values of these snapshots and the corresponding first 6 POD basis vectors with the first 6 spatial points selected from the DEIM algorithm using this POD basis as an input. Figure 3 compares the approximate functions from DEIM of dimension 10 with the original function of dimension 100 at different values of $\mu \in \mathcal{D}$. This demonstrates that DEIM gives a good approximation at arbitrary values $\mu \in \mathcal{D}$. Figure 4 illustrates the average errors defined in (44) and (45), the average error bound and its approximation computed from the right hand side of (46) and (47), respectively, with $\bar{\mu}_1, \ldots, \bar{\mu}_{\bar{n}} \in \mathcal{D}$ selected uniformly over $\mathcal{D}$ and $\bar{n} = 101$.

3.3.2 Nonlinear parametrized function with spatial points in 2D

Consider a nonlinear parametrized function $s : \Omega \times \mathcal{D} \mapsto \mathbb{R}$ defined by

$$s(x, y; \mu) = \frac{1}{\sqrt{(x - \mu_1)^2 + (y - \mu_2)^2 + 0.1^2}},$$

(50)
Figure 2: Singular values and the corresponding first 6 POD bases with DEIM points of snapshots from (49).

Figure 3: The approximate functions from DEIM of dimension 10 compared with the original functions (49) of dimension $n = 100$ at $\mu = 1.17, 1.5, 2.3, 3.1$.

Figure 4: Compare average errors of POD and DEIM approximations for (49) with the average error bounds and their approximations given in (46) and (47), respectively.
where \((x, y) \in \Omega = [0.1, 0.9]^2 \subset \mathbb{R}^2\) and \(\mu = (\mu_1, \mu_2) \in \mathcal{D} = [-1, -0.01]^2 \subset \mathbb{R}^2\). This example is modified from one given in [3]. Let \((x_i, y_j)\) be uniform grid points in \(\Omega\), for \(i = 1, \ldots, n_x\) and \(j = 1, \ldots, n_y\). Define \(s: \mathcal{D} \mapsto \mathbb{R}^{n_x \times n_y}\) by
\[
s(\mu) = [s(x_i, y_j; \mu)] \in \mathbb{R}^{n_x \times n_y}
\]
for \(\mu \in \mathcal{D}\) and \(i = 1, \ldots, n_x\), and \(j = 1, \ldots, n_y\). In this example, the full dimension is \(n = n_x n_y = 400\) \((n_x = n_y = 20)\). Note that we can define a corresponding vector-valued function \(f: \mathcal{D} \mapsto \mathbb{R}^n\) for this problem, e.g. by reshaping the matrix \(s(\mu)\) to a vector of length \(n = n_x n_y\). The 225 snapshots constructed from uniformly selected parameters \(\mu^s = (\mu_1^s, \mu_2^s)\) in parameter domain \(\mathcal{D}\) are used for constructing the POD basis. The different 625 pairs of parameters \(\mu\) are used for testing (error and cpu time). Figure 5 shows the singular values of these snapshots and the corresponding first 6 POD basis vectors. Figure 6 illustrates the distribution of the first 20 spatial points selected from the DEIM algorithm using this POD basis as an input. Notice that most of the selected points cluster close to the origin, which the singularity of the function \(s\). Figure 7 shows that the approximate functions from DEIM of dimension 6 can reproduce the original function of dimension 400 very well at different values of \(\mu \in \mathcal{D}\). Figure 8 gives the average errors with the bounds from the last section and the corresponding average CPU times for different dimensions of POD and DEIM approximations. The average errors of POD and DEIM approximations are computed from (44) and (45), respectively. The average error bounds and their approximations are computed from the right hand side of (46) and (47), respectively. This example uses \(\bar{\mu}_1, \ldots, \bar{\mu}_n \in \mathcal{D}\) selected uniformly over \(\mathcal{D}\) and \(n = 625\). The CPU times are averaged over the same set \(\mathcal{D}\).

3.4 Application of DEIM to MOR for Nonlinear FD Discretized Systems

The DEIM approximation (18) developed in the previous section may now be used to approximate the nonlinear term in (10) and the Jacobian in (11) with nonlinear approximations having computational complexity proportional to the number of reduced variables obtained with POD.

In the case of unsteady nonlinear PDEs, from (18), set \(\tau = t\) and \(f(t) = F(V_{k\tilde{y}}(t))\), then the nonlinear function in (6) approximated by DEIM can be written as
\[
F(V_{k\tilde{y}}(t)) \approx U(P^T U)^{-1} P^T F(V_{k\tilde{y}}(t))
\]
\[
= U(P^T U)^{-1} F(P^T V_{k\tilde{y}}(t)).
\]
Figure 6: First 20 points selected by DEIM for the nonlinear function (51).

Figure 7: Compare the original nonlinear function (51) of dimension 400 with the POD and DEIM approximations of dimension 6 at parameter $\mu = [-0.05, -0.05]$.

Figure 8: Left: Average errors of POD and DEIM approximations for (51) with the average error bounds given in (46) and their approximations given in (47). Right: Average cpu time for evaluating the POD and DEIM approximations.
The last equality in (53) follows from the fact that the function $F$ evaluates componentwise at its input vector. The nonlinear term in (10) then can be approximated by

$$\tilde{N}(\tilde{y}) \approx V_k^T U (P^T U)^{-1} F(P^T V_k \tilde{y}(t)).$$ \hspace{1cm} (54)

Note that the term $V_k^T U (P^T U)^{-1}$ in (54) does not depend on $t$ and therefore it can be precomputed before solving the system of ODEs. Note also that $P^T V_k \tilde{y}(t) \in \mathbb{R}^m$ in (54) can be obtained by extracting the rows $\varphi_1, \ldots, \varphi_m$ of $V_k$ and then multiplying to $\tilde{y}$, which requires $2mk$ operations. Therefore the complexity for computing this approximation of the nonlinear term roughly becomes $O(\alpha (m) + 4km)$, which is independent of dimension $n$ of the full-order system (2).

Similarly, in the case of steady parametrized nonlinear PDEs, from (18), set $\tau = \mu$ and $f(\mu) = F(V_k \tilde{y}(\mu))$. Then the nonlinear function in (7) approximated by DEIM can be written as

$$F(V_k \tilde{y}(\mu)) \approx U (P^T U)^{-1} F(P^T V_k \tilde{y}(\mu)), \hspace{1cm} (55)$$

and the approximation for Jacobian of the nonlinear term (11) is of the form

$$\tilde{J}_F(\tilde{y}(\mu)) \approx V_k^T U (P^T U)^{-1} J_F(P^T V_k \tilde{y}(\mu)) P^T V_k, \hspace{1cm} (56)$$

where

$$J_F(P^T V_k \tilde{y}(\mu)) = \text{diag}\{F'(y_{1}^\mu(\mu)), \ldots, F'(y_{n}^\mu(\mu))\},$$

and $y^\mu(\mu) = P^T V_k \tilde{y}(\mu)$, which can be computed with complexity independent of $n$ as noted earlier. Therefore, the computational complexity for the approximation in (56) is roughly $O(\alpha (m) + 4mk + 2mk^2)$.

The approximations from DEIM are now in the form of (54) and (56) that recover the computational efficiency of (10) and (11), respectively.

Note that the nonlinear approximation from DEIM in (53) and (55) are obtained by exploiting the special structure of the nonlinear function $F$ being evaluated componentwise at $y$. The next section provides a completely general scheme.

### 3.5 Interpolation of General Nonlinear Functions

The very simple case of $F(y) = [F(y_1), \ldots, F(y_n)]^T$, has been discussed for purposes of illustration and is indeed important in its own right. However, DEIM extends easily to general nonlinear functions. MATLAB notation is used here to explain this generalization.

$$[F(y)]_i = F_i(y) = F_i(y_{j_1^i}, y_{j_2^i}, \ldots, y_{j_{n_i}^i}) = F_i(y(p_i)), \hspace{1cm} (57)$$

where $F_i : \mathcal{Y}_i \rightarrow \mathbb{R}, \mathcal{Y}_i \subset \mathbb{R}^{n_i}$. The integer vector $p_i = [j_1^i, j_2^i, \ldots, j_{n_i}^i]^T$ denotes the indices of the subset of components of $y$ required to evaluate the $i$-th component of $F(y)$ for $i = 1, \ldots, n$.

Suppose the complexity of evaluating the nonlinear scalar valued function $F_i$ of the $n_i$ variables indexed by $p_i$ is $\beta_i$ Flops. Then the total computational complexity for (57) is $\sum_{i=1}^{n} \beta_i$ Flops.

The nonlinear function of the reduced-order system obtained from POD-Galerkin method by projecting on the space spanned by columns of $V_k \in \mathbb{R}^{n \times k}$ is in the form of $F(V_k \tilde{y})$, where the components of $\tilde{y} \in \mathbb{R}^{k}$ are the reduced variables. Recall that the DEIM approximation of order $m$ for $F(V_k \tilde{y})$ is given by

$$F(V_k \tilde{y}) \approx U (P^T U)^{-1} P^T F(V_k \tilde{y}), \hspace{1cm} (58)$$
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where $\mathbf{U} \in \mathbb{R}^{n \times m}$ is the projection matrix for the nonlinear function $\mathbf{F}$, $\mathbf{P} = [\mathbf{e}_{\varphi_1}, \ldots, \mathbf{e}_{\varphi_m}] \in \mathbb{R}^{n \times m}$, and $\varphi_1, \ldots, \varphi_m$ are interpolation indices from the DEIM Algorithm. In the simple case when $\mathbf{F}$ is evaluated componentwise at $\mathbf{y}$, we have $\mathbf{P}^T \mathbf{F}(\mathbf{V}_k \mathbf{y}) = \mathbf{F}(\mathbf{P}^T \mathbf{V}_k \mathbf{y})$ where $\mathbf{P}^T \mathbf{V}_k$ can be obtained by extracting rows of $\mathbf{V}_k$ corresponding to $\varphi_1, \ldots, \varphi_m$ and hence its computational complexity is independence of $n$. However, this is clearly not applicable to the general nonlinear vector-valued function. This section provides an efficient method for computing $\mathbf{P}^T \mathbf{F}(\mathbf{V}_k \mathbf{y})$ in the DEIM approximation (58) for a general nonlinear function.

Notice that, since $\mathbf{y}_j \approx \mathbf{V}_k(j,:) \mathbf{y}$, an approximation to $\mathbf{F}(\mathbf{y})$ is provided by

$$
\mathbf{F}(\mathbf{V}_k \mathbf{y}) = [F_1(\mathbf{V}_k(p_1,:) \mathbf{y}), \ldots, F_n(\mathbf{V}_k(p_n,:) \mathbf{y})]^T \in \mathbb{R}^n,
$$

and thus

$$
\mathbf{P}^T \mathbf{F}(\mathbf{V}_k \mathbf{y}) = [F_{\varphi_1}(\mathbf{V}_k(p_{\varphi_1},:) \mathbf{y}), \ldots, F_{\varphi_m}(\mathbf{V}_k(p_{\varphi_m},:) \mathbf{y})]^T \in \mathbb{R}^m.
$$

The complexity for evaluating each component $\varphi_i$, $i = 1, \ldots, m$, of (60):

$$
\tilde{F}_{\varphi_i}(\mathbf{y}) := F_{\varphi_i}(\mathbf{V}_k(p_{\varphi_i},:) \mathbf{y})
$$

is $n_{\varphi_i} \times k$ Flops plus the complexity of evaluating the nonlinear scalar valued function $F_{\varphi_i}$ of the $n_{\varphi_i}$ variables indexed by $p_{\varphi_i}$. That is, the total complexity for (60) is $(k \times \sum_{i=1}^m n_{\varphi_i}) + \sum_{i=1}^m \beta_{\varphi_i}$ Flops. Therefore, $n_{\varphi_i} \ll n$ is required in all components in order for (60) to be an effective reduction of complexity. In particular, $\sum_{i=1}^m n_{\varphi_i} < n$ must hold. Otherwise, it will be more efficient to just evaluate $\tilde{\mathbf{y}} = \mathbf{V}_k \mathbf{y} \in \mathbb{R}^n$ and just compute the required $m$ components $F_{\varphi_i}(\tilde{\mathbf{y}})$ directly.

The sparse evaluation procedure may be implemented using a compressed sparse row data structure as used in sparse matrix factorizations. Two linear integer arrays are needed, $\text{irstart}$ is a vector of length $m + 1$ containing pointers to locations in the vector $\text{jrow}$ which is of length $n_{\varphi} = \sum_{i=1}^m n_{\varphi_i}$. The successive $n_i$ entries of $\text{jrow}(\text{irstart}(i))$ indicate the dependence of the $i$ component of $\mathbf{F}(\mathbf{y})$ on the selected variables from $\mathbf{y}$. In particular,

- $\text{irstart}(i)$ contains location of start of $i$-th row with $\text{irstart}(m + 1) = n_{\varphi} + 1$. I.e., $\text{irstart}(1) = 1$, and $\text{irstart}(i) = 1 + \sum_{j=1}^{i-1} n_{\varphi_j}$ for $i = 2, \ldots, m + 1$.
- $\text{jrow}$ contains the indices of the $\mathbf{y}$ variables required to compute the $\varphi_i$-th function $F_{\varphi_i}$ in locations $\text{irstart}(i)$ to $\text{irstart}(i + 1) - 1$, for $i = 1, \ldots, m$. I.e.,

$$
\text{jrow} = \begin{bmatrix} j_{p_{\varphi_1}}^{\varphi_1} & \ldots & j_{p_{\varphi_1}}^{\varphi_1} \\ j_{p_{\varphi_2}}^{\varphi_2} & \ldots & j_{p_{\varphi_2}}^{\varphi_2} \\ \vdots & \ddots & \vdots \\ j_{p_{\varphi_m}}^{\varphi_m} & \ldots & j_{p_{\varphi_m}}^{\varphi_m} \end{bmatrix} \in \mathbb{Z}^n_{+}.
$$

Given $\mathbf{V}_k$ and $\tilde{\mathbf{y}}$, the following demonstrates how to compute the approximation $\tilde{F}_{\varphi_i}(\tilde{\mathbf{y}})$ in (61), for $i = 1, \ldots, m$, from the vectors $\text{irstart}$ and $\text{jrow}$.

for $i = 1 : m$

$$
\mathbf{p}_{\varphi_i} = \text{jrow}(\text{irstart}(i) : \text{irstart}(i + 1) - 1)
$$

$$
\tilde{F}_{\varphi_i}(\mathbf{y}) = F_{\varphi_i}(\mathbf{V}_k(p_{\varphi_i},:) \mathbf{y})
$$

end

The next section will provide a detailed analysis for the computational complexity of the systems given earlier in (2) and (3) with their corresponding reduced systems obtained from POD-Galerkin method and POD with DEIM approximation.
3.6 Computational Complexity

Recall that the POD-DEIM reduced system for the unsteady nonlinear problem (2) is
\[
\frac{d}{dt} \tilde{y}(t) = \tilde{A} \tilde{y}(t) + B \ F(\tilde{V}_\varphi \tilde{y}(t)), \tag{62}
\]
and the approximation for the steady state problem (3) is given by
\[
\tilde{A} \tilde{y}(t) + B \ F(\tilde{V}_\varphi \tilde{y}(t)) = 0, \tag{63}
\]
where \( \tilde{A} = V_k^T A V_k \in \mathbb{R}^{k \times k} \), and \( B = V_k^T U \varphi^{-1} \in \mathbb{R}^{k \times m} \) with \( U \varphi = P^T U \) and \( V \varphi = P^T V_k \). This section summarizes the computational complexity for constructing and solving these POD-DEIM reduced systems compared to the both the original full-order systems and the POD reduced systems, obtained directly from POD-Galerkin projection. A POD-DEIM reduced system is constructed by first collecting a set of \( n_s \) solution snapshots, which can be used for generating a corresponding set of \( n_s \) nonlinear snapshots. Next, POD bases are constructed for each of the matrices of solution snapshots and nonlinear snapshots via the SVD. The first \( k \) dominant POD basis vectors of the snapshot solutions are used to form a projection matrix \( V_k \) and the first \( m \) dominant POD basis vectors of the nonlinear snapshots are used to form a projection matrix \( U \) for the nonlinear approximation. A set of \( m \) interpolation indices are obtained from \( U \) through the DEIM algorithm. Finally, the constant coefficient matrices \( \tilde{A} \) and \( B \) are precomputed for the linear and nonlinear terms in the reduced system. The following table gives the computational complexity for these steps.

<table>
<thead>
<tr>
<th>Procedure</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snapshots</td>
<td>Problem dependence</td>
</tr>
<tr>
<td>SVD: POD basis</td>
<td>( O(n m^2) )</td>
</tr>
<tr>
<td>DEIM Algorithm: ( m ) interpolation indices</td>
<td>( O(m^4 + m n) )</td>
</tr>
<tr>
<td>Pre-compute: ( \tilde{A} = V_k^T A V_k )</td>
<td>( \begin{cases} O(n^2 k + n k^2), &amp; \text{for dense } A \ O(nk + n k^2), &amp; \text{for sparse } A \end{cases} )</td>
</tr>
<tr>
<td>Pre-compute: ( B = V_k^T U \varphi^{-1} )</td>
<td>( O(n k m + m^2 n + m^3) )</td>
</tr>
</tbody>
</table>

Table 1: Computational complexity for constructing a POD-DEIM reduced-order system.

Note that for large snapshot sets, it is far more efficient to compute the dominant singular values and vectors iteratively via ARPACK (or \texttt{eigs} in MATLAB) \cite{6}. The steps in Table 1 have to be done only once before solving the POD-DEIM reduced systems. The constant coefficient matrices \( \tilde{A} \) and \( B \) are precomputed, stored, and reused during solving the reduced systems. The systems (62) and (63) are generally solved by iterative scheme.

Tables 2 and Table 3 give the computational complexity for each iteration when solving (62) by forward Euler method and (63) by Newton’s method, respectively. The corresponding plots of these tables are shown in Figures 9 and 11. Note that each plot in Figures 9 to 12 is scaled so that the value of the Flops or the CPU time for the sparse full-order system (sparse in coefficient matrix \( A \)) is equal to 1. Note also that \( \alpha(p) \) is the Flops for evaluating the nonlinear function \( F \) at \( p \) components and \( \alpha^d(p) \), used in Table 3, is the Flops for evaluating derivative of the nonlinear function \( F \) at \( p \) components. When \( F \) evaluates at its input vector componentwise, \( \alpha(p) \) and \( \alpha^d(p) \) are linear in \( p \). In this case, the computational complexities for evaluating one forward Euler time step and performing one Newton iteration of full-order system, POD reduced system, and POD-DEIM reduced system are shown in the last columns of Table 2 and Table 3, respectively.

Although the forward (explicit) Euler method may not be the best approach due to the step limiting stability issue, its cost per iteration is typical of other explicit methods and hence it is
suitable for illustration purposes. An implicit scheme would require solution of a nonlinear system at each time step. The computational complexity for each Newton iteration is shown in Table 3. In practice, the CPU time may not be directly proportional to these predicted Flops since there are many other factors that might affect the CPU timings. However, this analysis does reflect the relative computational requirements and may be useful for predicting expected relative computational times and performance enhancements possible with DEIM.

When $A \in \mathbb{R}^{n \times n}$ represents the discretization of a linear differential operator, it is usually sparse. Then, from Table 2, we can employ the sparsity of $A$ so that the total complexity for each iteration of full-order system becomes $O(n)$ instead of $O(n^2)$. Similarly, from Table 3, the total complexity becomes $O(n^2)$ instead of $O(n^3)$. In this case, the total complexity of the POD reduced system can be higher than the complexity of the full-order system as shown in Figures 9 and 11. E.g., the results in Figure 11 for the steady state problem with dimension of (sparse) full-order system $n = 2500$, indicate that roughly when $k = 50$ or $nk^2 = n^2$, the computational time of POD reduced system starts to exceed the computational time of the full-order system. This follows from Table 3 that the complexity $O(k^3 + nk^2)$ for POD reduced system is equivalent to the complexity $O(n^2)$ for the sparse full-order system when $k^2 \approx n$.

This inefficiency of POD reduced system indeed occurs in the actual computation as shown in Figures 10 and 12. From Figure 10 for the unsteady nonlinear system, the CPU time of the POD reduced system used for computing each time step exceeds the CPU time for the original system as soon as its dimension reaches 30. The same phenomenon happens for the POD reduced system of the steady-state problem as shown in Figure 12, which illustrates the (scaled) CPU time of the highly nonlinear 2-D steady state problem introduced later in Section 4. The corresponding POD-DEIM reduced system with both POD and DEIM having dimension 15 is order $O(100)$ faster than the original system with $O(10^{-4})$ accuracy. On the other hand, the POD reduced system of dimension 15 gives only $O(10)$ reduction in CPU time from the original system with roughly the same order of accuracy as the POD-DEIM reduced system. These demonstrate the inefficiency of the POD reduced system that has been remedied by the introduction of DEIM.

<table>
<thead>
<tr>
<th>System</th>
<th>Computation in forward Euler</th>
<th>Complexity (1 time step)</th>
<th>Total Complexity For linear $\alpha(\cdot), \alpha^d(\cdot)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>$y \leftarrow y + dt(Ay + F(y))$</td>
<td>$2n^2 + 2n + \alpha(n)$ or $cn + \alpha(n)$</td>
<td>$O(n^2)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$c \sim \text{sparsity of } A$</td>
<td>$\triangleright \text{Sparse } A: O(n)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\triangleright \text{Sparse } A \text{ (MATLAB): } O(n \log(n))$</td>
</tr>
<tr>
<td>POD</td>
<td>$\tilde{y} \leftarrow \tilde{y} + dt(\tilde{A}\tilde{y} + V_k^T F(V_k\tilde{y}))$</td>
<td>$2k^2 + 2k + \alpha(n) + 4nk$</td>
<td>$O(k^2 + nk)$</td>
</tr>
<tr>
<td>POD-DEIM</td>
<td>$\tilde{y} \leftarrow \tilde{y} + dt(\tilde{A}\tilde{y} + BF(V_{\tilde{\varphi}}\tilde{y}))$</td>
<td>$2k^2 + 2k + \alpha(m) + 4mk$</td>
<td>$O(k^2 + mk)$</td>
</tr>
</tbody>
</table>

Table 2: Compare the computational complexity for each time step of forward Euler

4 Numerical Results

The efficiency and accuracy of the approximation from DEIM will be demonstrated through two problems. The first is a 1D unsteady nonlinear PDE arising in neuron modeling. The second is a highly nonlinear 2-D steady state problem whose solution is obtained by solving its FD discretized
Figure 9: Approximate Flops (scaled with the Flops for full-sparse system) in each time step of forward Euler.

Figure 10: Average CPU time (scaled with the CPU time for full-sparse system) in each time step of forward Euler.
System | Computation in Newton iteration | Complexity (1 iteration) | Total Complexity For linear $\alpha(\cdot), \alpha^d(\cdot)$
---|---|---|---
Full | $G(y) = Ay + F(y)$  
$J(y) = A + \text{diag}(F'(y))$  
$y \leftarrow y - J(y)^{-1}G(y)$ | $2n^2 + \alpha(n) + n$ or $cn + \alpha(n)$  
$n^2 + \alpha^d(n)$ or $n + \alpha^d(n)$  
$O(n^3)$ or $O(n^2)$ | $O(n^3)$
Sparse: $c \sim$ sparsity of $A$
POD | $\tilde{G}(y) = \tilde{A}y + V_k^TFV_k\tilde{y}$  
$\tilde{J}(y) = \tilde{A} + V_k^T\text{diag}(F'(V_k\tilde{y}))V_k$  
$\tilde{y} \leftarrow \tilde{y} - \tilde{J}(y)^{-1}\tilde{G}(y)$ | $2k^2 + \alpha(n) + k + 4nk$  
$k^2 + \alpha^d(n) + 4nk + 2nk^2$  
$O(k^3)$ | $O(k^3 + nk^2)$
POD-DEIM | $\tilde{G}(y) = \tilde{A}y + BF(V_{\tilde{G}}y)$  
$\tilde{J}(y) = \tilde{A} + B \text{diag}(F'(V_{\tilde{G}}y))V_{\tilde{G}}$  
$\tilde{y} \leftarrow \tilde{y} - \tilde{J}(y)^{-1}\tilde{G}(y)$ | $2k^2 + \alpha(m) + k + 4mk$  
$k^2 + \alpha^d(m) + 4mk + 2mk^2$  
$O(k^3)$ | $O(k^3 + mk^2)$

where $B = V_k^TU_{\tilde{G}}^{-1}$,  
$U_{\tilde{G}} = P^TUU_{\tilde{G}}^{-1}$,  
$V_{\tilde{G}} = P^TV_k$.

Table 3: Compare the computational complexity for each Newton iteration.

Figure 11: Approximate Flops (scaled with the Flops for full-sparse system) in each Newton iteration from Table 3.
system by using Newton’s method. We shall refer to the method combining POD-Galerkin approach with the DEIM approximation as \textit{POD-DEIM approach}.

### 4.1 The FitzHugh-Nagumo(FN) System

The FitzHugh-Nagumo system is used in neuron modeling. It is a simplified version of the Hodgkin-Huxley model, which models in a detailed manner activation and deactivation dynamics of a spiking neuron. This system is given by (64)-(67): Let $x \in [0, L], t \geq 0,$

$$
\varepsilon v_t(x, t) = \varepsilon^2 v_{xx}(x, t) + f(v(x, t)) - w(x, t) + c
$$

(64)

$$
w_t(x, t) = bv(x, t) - \gamma w(x, t) + c,
$$

(65)

with nonlinear function $f(v) = v(v - 0.1)(1 - v)$ and initial conditions and boundary conditions:

$$
v(x, 0) = 0, \quad w(x, 0) = 0, \quad x \in [0, L],
$$

(66)

$$
v_x(0, t) = -i_0(t), \quad v_x(L, t) = 0, \quad t \geq 0,
$$

(67)

where the parameters $L = 1, \varepsilon = 0.015, b = 0.5, \gamma = 2, c = 0.05$. The stimulus $i_0(t) = 50000t^3 \exp(-15t)$. The variables $v$ and $w$ are voltage and recovery of voltage, respectively. The dimension of the full-order system (finite difference) is 1024. The POD basis vectors are constructed from 100 snapshot solutions obtained from the solutions of the full-order FD system at equally-spaced time steps in the interval $[0, 8]$. This is not a scalar equation and requires a slight generalization of the problem setting discussed earlier. However, the FD discretization does indeed yield a system of ODEs of the same form as (2).

Fig. 13 shows the fast decay around the first 40 singular values of the snapshot solutions for $v$, $w$, and the nonlinear snapshots $f(v)$. Note that the solution of this system has limit cycle for each
spatial variable $x$. We therefore illustrate the solutions $v$ and $w$ through the plots of phase-space diagram as shown in Fig. 14 for the solutions of full-order system and the POD-DEIM reduced system using both POD and DEIM of dimension 5. We see that this reduced-order system captures the limit cycle of the original full-order system very well. The average relative errors of the solutions of the reduced systems and the average CPU time (scaled with the CPU time from sparse full-order system) for each time step from different dimensions of POD and DEIM are presented in Fig. 15.

Figure 13: The singular values of the 100 snapshot solutions for $v$, $w$, and $f(v)$ from the full-order FD system of F-N system.

Figure 14: The phase-space diagram of $v$ and $w$ at different spatial points $x$ (left) and its projection onto the $v$-$w$ plane (right) from the original FD system (dim 1024) and from POD-DEIM reduced systems (POD dim 5, DEIM dim 5).

4.2 A Highly Nonlinear 2-D Steady State Problem

In this subsection, we apply the POD-DEIM method to nonlinear PDEs in a 2D spatial domain. The equations are

$$-\nabla^2 u(x, y) + s(u(x, y); \mu) = 100 \sin(2\pi x) \sin(2\pi y), \quad (68)$$

$$s(u; \mu) = \frac{\mu_1}{\mu_2} (e^{\mu_2 u} - 1), \quad (69)$$

where spatial variable $(x, y) \in \Omega = (0, 1)^2$, parameter $\mu = (\mu_1, \mu_2) \in \mathcal{D} = [0.01, 10]^2 \subset \mathbb{R}^2$, with a homogeneous Dirichlet boundary condition. We numerically solve this system by applying Newton’s
method to the nonlinear equations resulting from a FD discretization. The spatial grid points \((x_i, y_j)\) are equally spaced in \(\Omega\) for \(i, j = 1, \ldots, 50\). The full dimension is then \(n = 2500\). Figs. 16 and 17 show the singular values and the first 6 corresponding POD bases of the uniformly selected 144 sampled snapshot solutions for (68) and of the uniformly selected 144 nonlinear snapshots for (69). Fig. 18 shows the distribution of the first 30 points in \(\Omega\) selected from the DEIM algorithm. Fig. 19 shows that the POD-DEIM reduced system (with POD and DEIM having dimension 6) can accurately reproduced the solution of the full-order system of dimension 2500 with error \(O(10^{-3})\). The average errors and the average CPU time (scaled with the CPU time from sparse full-order system) for each Newton iteration of the reduced systems with different dimensions of POD and DEIM are presented in Fig. 20. The average CPU times for higher dimensions are shown earlier in Section 3.6. These errors are averaged over a set of 225 parameters \(\mu\) that are not used in sampled snapshots. This suggests that the DEIM-POD reduced-order system can give a good approximation to the original system with any value of parameter \(\mu \in D\). This example is from [3].

Figure 16: Singular values of the snapshot solutions \(u\) from (68) and the nonlinear snapshots \(s(u; \mu)\) from (69).
Figure 17: The first 6 dominant POD basis vectors of the snapshot solutions $u$ from (68) and of the nonlinear snapshots $s(u; \mu)$ from (69).

Figure 18: First 30 points selected by DEIM

Figure 19: Numerical solution from the full-order system (dim= 2500) with the solution from POD-DEIM reduced system (POD dim = 6, DEIM dim = 6) for $\mu = (\mu_1, \mu_2) = (0.3, 9)$. The last plot shows the corresponding error at the grid points.
Figure 20: Average error from POD-DEIM reduced systems and average CPU time (scaled) in each Newton iteration for solving the steady-state 2D problem.

5 Conclusions

We have demonstrated that DEIM is very effective in overcoming the deficiencies of POD with respect to general nonlinearities. The method has an error bound showing the obtained approximation to be nearly optimal. The average errors for POD-DEIM approach in Fig. 15 and Fig. 20 show that the accuracy of the approximation depends on the dimensions of both POD and DEIM. The numerical results demonstrate that the POD-DEIM approach not only gives an accurate reduced system that is substantially smaller than the original system with general nonlinearity, but it also preserves the steady-state behavior (e.g. the limit cycle) of the original system. The POD-Galerkin approach combined with DEIM approximation is therefore a promising dimension reduction technique for FD discretized systems of unsteady or parametrized nonlinear PDEs.
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