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The theory of nonharmonic Fourier series is concerned with the completeness and expansion properties of sets of complex exponentials \( \{ e^{i\alpha n} \} \) in \( L^p[-\pi,\pi] \). Its origins, which are classical in spirit, lie in the celebrated works of Paley and Wiener [1934] and Levinson [1940]. In recent years, in response to the development of functional analysis and, in particular, to the growing interest in bases in Banach spaces, research in the area has flourished. New approaches to old problems have led to important advances in the theory.

This book is an account of both the classical and the modern theories. Its underlying theme is the elegant interplay among the various parts of analysis. The catalyst in the present case is the Fourier transform, through which the classical Banach spaces are mapped into spaces of entire functions. In this way, problems in one domain can be examined via their transform image in the other.

The book is designed primarily for the graduate student or mathematician who is approaching the subject for the first time. Its aim as such is to provide a unified and self-contained introduction to a multifaceted field, not an exhaustive account of all that is known. Accordingly, the first half of the book presents an elementary introduction to the theory of bases in Banach spaces and the theory of entire functions of exponential type. At the same time, an extensive set of notes touches on more advanced topics, indicates directions in which the theory can be extended, and should prove useful to both specialists and nonspecialists alike. Much of the material appears in book form for the first time.

The only prerequisites are a working knowledge of real and complex analysis, together with the elements of functional analysis. By that I mean roughly what is contained in Rudin [1966]. On occasion, when more advanced tools of analysis are required, appropriate references are given. Apart from this, the work is essentially self-contained, and it can serve as a textbook for a course at the second- or third-year graduate level.

The problems, which are of varying degrees of difficulty, are an integral part of the text. Some are routine applications of the theory, while others
are important ancillary results—these are usually accompanied by an indication of the solution and an appropriate reference to the literature.

A word about notation: Theorem 2.3 refers to Theorem 3 of Chapter 2. The labeling of all other results is self-explanatory.

I am deeply indebted to Doug Dickson and Paul Muhly for their careful reading of the manuscript and for their sharp criticism and advice. I owe immeasurable thanks to Linda Miller, who proofread the entire book more times than I could possibly have hoped.

Robert M. Young
1 BASES IN BANACH SPACES

1 Schauder Bases

Let $X$ be an infinite-dimensional Banach space over the field of real or complex numbers. When viewed as a vector space, $X$ is known to possess a Hamel basis—a linearly independent subset of $X$ that spans the entire space. Unfortunately, such bases cannot in general be constructed, their very existence depending on the axiom of choice, and their usefulness is therefore severely limited. Of far greater importance and applicability in analysis is the notion of a basis first introduced by Schauder [1927].

Definition. A sequence of vectors \( \{x_1, x_2, x_3, \ldots \} \) in an infinite-dimensional Banach space $X$ is said to be a Schauder basis for $X$ if to each vector $x$ in the space there corresponds a unique sequence of scalars \( \{c_1, c_2, c_3, \ldots \} \) such that

\[
    x = \sum_{n=1}^{\infty} c_n x_n.
\]

The convergence of the series is understood to be with respect to the strong (norm) topology of $X$; in other words,

\[
    \left\| x - \sum_{i=1}^{n} c_i x_i \right\| \to 0 \quad \text{as} \quad n \to \infty.
\]

Henceforth, the term basis for an infinite-dimensional Banach space will always mean a Schauder basis.

Example. The Banach space $l^p$ (1 $\leq$ $p$ $<$ $\infty$) consists, by definition, of all infinite sequences of scalars $c = \{c_1, c_2, c_3, \ldots \}$ such that $\|c\|_p = (\sum_{n=1}^{\infty} |c_n|^p)^{1/p} < \infty$. The vector operations are coordinatewise. In each
of these spaces, the "natural basis" \( \{e_1, e_2, e_3, \ldots \} \), where

\[
e_n = (0, 0, \ldots, 0, 1, 0, \ldots),
\]

and the 1 appears in the \( n \)th position, is easily seen to be a Schauder basis. If \( c = \{c_n\} \) is in \( l^p \), then the obvious expansion \( c = \sum_{n=1}^{\infty} c_n e_n \) is valid.

It is clear that a Banach space with a basis must be separable. Reason: If \( \{x_n\} \) is a basis for \( X \), then the set of all finite linear combinations \( \sum c_n x_n \), where the \( c_n \) are rational scalars, is countable and dense in \( X \). It follows, for example, that since \( l^\infty \) is not separable, it cannot possess a basis.

The "basis problem"—whether or not every separable Banach space has a basis—was raised by Banach [1932] and remained until recently one of the outstanding unsolved problems of functional analysis. The question was finally settled by Per Enflo [1973], who constructed an example of a separable Banach space having no basis. The negative answer to the basis problem is perhaps surprising in light of the fact that bases are now known for almost all the familiar examples of infinite-dimensional separable Banach spaces.

**Problems**

1. Prove that every vector space has a Hamel basis.
2. Prove that every Hamel basis for a given vector space has the same number of elements. This number is called the (linear) **dimension** of the space.
3. Show that a Hamel basis for an infinite-dimensional Banach space is uncountable.
4. Show that the dimension of \( l^\infty \) is equal to \( c \). (*Hint:* Show that the set \( \{(1, r, r^2, \ldots) : 0 < r < 1\} \) is linearly independent.)
5. Let \( X \) be an infinite-dimensional Banach space.
   (a) Prove that \( \dim X \geq c \). (*Hint:* Show that there is a vector space isomorphism between \( l^\infty \) and a subspace of \( X \).)
   (b) Prove that if \( X \) is separable, then \( \dim X = c \).
6. The Banach space \( c_0 \) consists of all infinite sequences of scalars which converge to zero (with the \( l^\infty \) norm). Show that the natural basis is a Schauder basis for \( c_0 \).
7. Exhibit a Schauder basis for the Banach space \( c \) consisting of all convergent sequences of scalars (with the \( l^\infty \) norm).
8. An infinite series \( \sum x_n \) in a Banach space \( X \) is said to be **unconditionally convergent** if every arrangement of its terms converges to the same element. It is said to be **absolutely convergent** if the series \( \sum \|x_n\| \) is
convergent. Show that every absolutely convergent series in \( X \) is unconditionally convergent. What about the converse?

9. A basis \( \{x_n\} \) for a Banach space \( X \) is said to be unconditional (absolute) if every convergent series of the form \( \sum c_n x_n \) is unconditionally (absolutely) convergent.

(a) Show that the natural basis is unconditional for the spaces \( l^p \), \( 1 \leq p < \infty \), and \( c_0 \). Show also that it is absolute for \( l^p \) only when \( p = 1 \). Is it absolute for \( c_0 \)?

(b) Show that the sequence of vectors
\[
(1, 0, 0, 0, \ldots), \quad (1, 1, 0, 0, \ldots), \quad (1, 1, 1, 0, \ldots), \quad \ldots
\]
forms a basis for \( c_0 \) which is not unconditional.

## 2 Schauder's Basis for \( C[a, b] \)

One of the most important and widely studied classical Banach spaces is \( C[a, b] \), the space of all continuous functions on the closed finite interval \([a, b] \), together with the norm
\[
\| f \| = \max |f(x)|.
\]

The celebrated Weierstrass approximation theorem asserts that the polynomials are dense in \( C[a, b] \): if \( f \) is continuous on \([a, b] \), then for every positive number \( \varepsilon \) there is a polynomial \( P \) such that the inequality
\[
|f(x) - P(x)| < \varepsilon
\]
holds throughout the interval \([a, b] \).

For a given continuous function, a sequence of approximating polynomials can even be given explicitly. The most elegant representation is due to Bernstein. Let us suppose, for simplicity, that \( f \) is continuous on the interval \([0, 1] \). Then the \( n \)th Bernstein polynomial for \( f \) is
\[
B_n(x) = \sum_{k=0}^{n} \binom{n}{k} f\left( \frac{k}{n} \right) x^k(1 - x)^{n-k}, \quad n = 1, 2, 3, \ldots.
\]

As is well known,
\[
f(x) = \lim_{n \to \infty} B_n(x)
\]
uniformly on \([0, 1] \) (see Akhiezer [1956, p. 30]).
Since every polynomial can be uniformly approximated on a closed interval by a polynomial with rational coefficients, the preceding remarks show that the space \( C[a, b] \) is separable; in fact, it has a basis.

**Theorem 1 (Schauder).** The space \( C[a, b] \) possesses a basis.

**Proof.** We are going to construct a basis for \( C[a, b] \) consisting of piecewise-linear functions \( f_n(n = 0, 1, 2, \ldots) \). This means that to each function \( f \) in the space there will correspond a unique sequence of scalars \( \{c_n\} \) such that

\[
f(x) = \sum_{n=0}^{\infty} c_n f_n(x)
\]

uniformly on \([a, b]\).

Let \( \{x_0, x_1, x_2, \ldots\} \) be a countable dense subset of \([a, b]\) with \( x_0 = a \) and \( x_1 = b \). Set

\[
f_0(x) = 1 \quad \text{and} \quad f_1(x) = \frac{x - a}{b - a}.
\]

When \( n \geq 2 \), the set of points \( \{x_0, x_1, \ldots, x_{n-1}\} \) partitions \([a, b]\) into disjoint open intervals, one of which contains \( x_n \); call it \( I \). Define

\[
f_n(x) = \begin{cases} 
0 & \text{if } x \notin I \\
1 & \text{if } x = x_n \\
\text{linear} & \text{elsewhere}
\end{cases}
\]

for \( n = 2, 3, 4, \ldots \). The sequence \( \{f_0, f_1, f_2, \ldots\} \) will be the required basis.

For each function \( f \) in \( C[a, b] \) and each positive integer \( n \), we denote by \( L_n f \) the polygonal function that agrees with \( f \) at each of the points \( x_0, x_1, \ldots, x_n \); we denote by \( L_0 f \) the function whose constant value is \( f(x_0) \). Since \( f \) is uniformly continuous on \([a, b]\), a simple continuity argument shows that

\[
L_n f \to f \quad \text{uniformly on} \quad [a, b].
\]

Therefore, we can write

\[
f = L_0 f + \sum_{n=1}^{\infty} (L_n f - L_{n-1} f).
\]

We are going to show that there are scalars \( c_1, c_2, c_3, \ldots \) such that

\[
L_n f - L_{n-1} f = c_n f_n \quad (n = 1, 2, 3, \ldots).
\]
For this purpose, we shall define a sequence of functions \( \{g_0, g_1, g_2, \ldots\} \) recursively by the equations

\[
g_0 = f(x_0) f_0 \quad \text{and} \quad g_n = g_{n-1} + (f - g_{n-1})(x_n) f_n, \quad n = 1, 2, 3, \ldots.
\]

The claim is that \( g_n = L_n f \), whence

\[
c_n = (f - L_{n-1} f)(x_n).
\]

Since \( g_n \) is a polygonal function whose only possible corners are at the points \( x_0, x_1, \ldots, x_n \), it is sufficient to show that \( g_n \) agrees with \( f \) at each of these points. This is trivial for \( n = 0 \), and we proceed by induction. Since \( f_n(x_n) = 1 \), it follows that \( g_n(x_n) = f(x_n) \); if \( i < n \), then \( f_n(x_i) = 0 \), and it follows from the definition of \( g_n \), together with the induction hypothesis, that

\[
g_n(x_i) = g_{n-1}(x_i) = f(x_i).
\]

This establishes the claim.

Accordingly, every function \( f \in C[a, b] \) has at least one representation of the form

\[
f = \sum_{n=0}^{\infty} c_n f_n,
\]

and we have only to show that this representation is unique. Suppose then that some function \( g \) has two different representations, say \( \sum_{n=0}^{\infty} a_n f_n \) and \( \sum_{n=0}^{\infty} b_n f_n \). If \( N \) is the smallest value of \( n \) for which \( a_n \neq b_n \), then

\[
\sum_{n=N}^{\infty} a_n f_n(x) = \sum_{n=N}^{\infty} b_n f_n(x)
\]

for every \( x \). Choose \( x = x_N \). Since \( f_n(x_N) = 0 \) whenever \( n > N \), it follows that \( a_N = b_N \). But this contradicts the choice of \( N \), and hence \( a_n = b_n \) for every \( n \).

---

**Problems**

1. Give a probabilistic interpretation of the Bernstein polynomials (see Feller [1966, Chap. VII]).
2. Prove that the space $C[a, b]$ is separable by showing that every continuous function on $[a, b]$ can be uniformly approximated by polynomials with rational coefficients.

3. Let $f$ be a continuous function on $(-\infty, \infty)$. Prove that if there is a sequence of polynomials $\{P_1, P_2, P_3, \ldots \}$ such that $P_n \to f$ uniformly on $(-\infty, \infty)$, then $f$ must itself be a polynomial.

4. Let $f$ be a continuous function on $[a, b]$. Show that there is a sequence of polynomials $\{P_1, P_2, P_3, \ldots \}$ such that $f = \sum_{n=1}^{\infty} P_n$ and the series converges absolutely and uniformly on $[a, b]$.

3 Orthonormal Bases in Hilbert Space

In a separable Hilbert space†, a distinguished role is played by those Schauder bases that are orthonormal—the basis vectors are mutually perpendicular and each has unit length. An equivalent characterization of such bases is that they are complete orthonormal sequences. (Recall that a sequence of vectors $\{f_1, f_2, f_3, \ldots \}$ in a Hilbert space is said to be complete if the zero vector alone is perpendicular to every $f_n$.) It follows readily from this characterization that every separable Hilbert space has an orthonormal basis.

The most important property of an orthonormal basis (as opposed to any other basis) is the simplicity of all basis expansions. If $\{e_1, e_2, e_3, \ldots \}$ is an orthonormal basis for a Hilbert space $H$, then for every element $f \in H$ we have the Fourier expansion

\[ f = \sum_{n=1}^{\infty} (f, e_n)e_n. \]

The inner product $(f, e_n)$ is called the $n$th Fourier coefficient of $f$ (relative to $\{e_n\}$). When the Pythagorean formula is applied to this series, the result is Parseval's identity:

\[ \|f\|^2 = \sum_{n=1}^{\infty} |(f, e_n)|^2. \]

The validity of Parseval's identity for every vector in the space is both necessary and sufficient for an orthonormal sequence to be a basis.

† All Hilbert spaces are assumed to be infinite-dimensional.
Since the linear transformation

\[ f \rightarrow \{(f, e_n)\} \]

from \( H \) into \( l^2 \) preserves norms, it must also preserve inner products. Thus

\[ (f, g) = \sum_{n=1}^{\infty} (f, e_n)(g, e_n) \]

for every pair of vectors \( f \) and \( g \); this is the generalized Parseval identity.

Even if an orthonormal sequence \( \{e_n\} \) is incomplete, Bessel's inequality is always valid:

\[ \sum_{n=1}^{\infty} |(f, e_n)|^2 \leq \|f\|^2 \]

whenever \( f \in H \). This shows, in particular, that the Fourier coefficients of each element of \( H \) form a square-summable sequence. The Riesz–Fischer theorem shows, conversely, that every square-summable sequence is obtained in this way: if \( \sum_{n=1}^{\infty} |c_n|^2 < \infty \), then there exists an element \( f \) in \( H \) for which

\[ (f, e_n) = c_n, \quad n = 1, 2, 3, \ldots \]

The proof is trivial; simply choose \( f = \sum_{n=1}^{\infty} c_n e_n \). We conclude that if \( \{e_n\} \) is a complete orthonormal sequence in \( H \), then the correspondence \( f \rightarrow \{(f, e_n)\} \) between \( H \) and \( l^2 \) is a Hilbert space isomorphism. It follows that from a geometric point of view, all separable Hilbert spaces are "indistinguishable", that is to say, isomorphic.

Example 1. In \( l^2 \) the "natural basis" is orthonormal.

Example 2. In \( L^2[-\pi, \pi] \), with the inner product

\[ (f, g) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t)g(t) \, dt, \]

the complex trigonometric system \( \{e^{int}\}_{n=-\infty}^{\infty} \) constitutes an orthonormal basis. That the system is orthonormal is obvious; we prove that it is complete.
Theorem 2. The trigonometric system is complete in $L^2[-\pi, \pi]$.

Proof. The proof will establish even more. Suppose that

$$\int_{-\pi}^{\pi} f(t) e^{-int} \, dt = 0$$

for some integrable function $f$ defined on $[-\pi, \pi]$ and $n = 0, \pm 1, \pm 2, \ldots$. It is to be shown that $f = 0$ a.e. Set

$$g(t) = \int_{-\pi}^{t} f(u) \, du$$

for $t \in [-\pi, \pi]$. Integration by parts shows that

$$\int_{-\pi}^{\pi} (g(t) - c) e^{-int} \, dt = 0$$

for every constant $c$ and $n = \pm 1, \pm 2, \pm 3, \ldots$. Choose $c$ so that this holds for $n = 0$ also, and put

$$F(t) = g(t) - c.$$ 

Then $F$ is continuous on $[-\pi, \pi]$ and $F(\pi) = F(-\pi)$. Weierstrass's theorem on approximation by trigonometric polynomials guarantees that for each $\varepsilon > 0$ there is a finite trigonometric sum

$$T(t) = \sum_{k = -n}^{n} c_k e^{ikt}$$

such that

$$|F(t) - T(t)| < \varepsilon \quad \text{whenever} \quad |t| \leq \pi.$$ 

It follows that

$$\|F\|^2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} |F(t)|^2 \, dt = \frac{1}{2\pi} \int_{-\pi}^{\pi} \overline{F(t)}(F(t) - T(t)) \, dt$$

$$\leq \frac{\varepsilon}{2\pi} \int_{-\pi}^{\pi} |F(t)| \, dt \leq \varepsilon \|F\|,$$
so that

$$\| F \| \leq \varepsilon.$$ 

Since $\varepsilon$ was arbitrary, $F = 0$, so that $g - c$ and $f - 0$ a.e. \( \blacksquare \)

Consequently, every function $f$ in $L^2[-\pi, \pi]$ has a unique Fourier series expansion

$$f(t) = \sum_{n=-\infty}^{\infty} \hat{f}(n) \, e^{int}$$

(in the mean). Here $\hat{f}(n)$ denotes the $n$th Fourier coefficient of $f$ relative to $\{e^{int}\}$, i.e.,

$$\hat{f}(n) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) e^{-int} \, dt \quad (n = 0, \pm 1, \pm 2, \ldots).$$

By Parseval's formula,

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} |f(t)|^2 \, dt = \sum_{n=-\infty}^{\infty} |\hat{f}(n)|^2.$$

The mapping $f \rightarrow \{\hat{f}(n)\}$ is a Hilbert space isomorphism between $L^2[-\pi, \pi]$ and $l^2$.

There is a simple but useful extension of Parseval's identity that is worth mentioning. If $f \in L^2[-\pi, \pi]$, let $\tilde{f}$ be the Fourier transform of $f$:

$$\tilde{f}(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} f(t) e^{-ixt} \, dt \quad (-\infty < x < \infty).$$

**Proposition 1.** For every function $f \in L^2[-\pi, \pi]$ and every real number $A$,

$$\sum_{n=-\infty}^{\infty} |\hat{f}(n + A)|^2 = \| f \|^2.$$ 

**Proof.** Put $g(t) = f(t)e^{-iAt}$. Then

$$\hat{f}(n + A) = \hat{g}(n)$$

† Pointwise convergence is of course much harder. A deep result of Carleson [1966] says that the Fourier series of an $L^1$ function converges (to the function) pointwise almost everywhere.
for every integer \( n \). Since \( A \) is real, \( \| f \| = \| g \| \), and the result follows from Parseval’s identity applied to \( g \).

As an illustration, let us choose \( f \) to be the constant function 1. A simple calculation shows that

\[
\hat{f}(x) = \frac{\sin nx}{\pi x}
\]

for all real \( x \). Setting \( A = t/\pi \), where \( t \) is real and not an integral multiple of \( \pi \), we obtain the important identity

\[
\frac{1}{\sin^2 t} = \sum_{n=1}^{\infty} \frac{1}{(n\pi + t)^2}.
\]

**Example 3.** The space \( H^2 \) (named after Hardy) consists of all functions \( f \) analytic in the open unit disk (in the complex plane) whose Taylor coefficients are square-summable, i.e.,

\[
f(z) = \sum_{n=0}^{\infty} c_n z^n, \quad \text{with} \quad \sum_{n=0}^{\infty} |c_n|^2 < \infty.
\]

The inner product of two functions \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) and \( g(z) = \sum_{n=0}^{\infty} b_n z^n \) in \( H^2 \) is, by definition,

\[
(f, g) = \sum_{n=0}^{\infty} a_n \overline{b}_n.
\]

It is clear that \( H^2 \) can be identified with the (closed) subspace of \( L^2[-\pi, \pi] \) spanned by the functions \( e^{int} \) with \( n \geq 0 \).

Let \( c_n(z) = z^n \) for \( |z| < 1 \) (\( n = 0, 1, 2, \ldots \)); then the \( c_n \)'s form an orthonormal basis for \( H^2 \). The natural mapping

\[
(c_0, c_1, c_2, \ldots) \rightarrow \sum_{n=0}^{\infty} c_n z^n
\]

between \( l^2 \) and \( H^2 \) is a Hilbert space isomorphism.

**Example 4.** The space \( A^2 \) consists of all functions \( f \) that are analytic in
the open unit disk and have finite area norm

\[ \| f \| = \left( \int_{|z| < 1} \int f(z)^2 \, dx \, dy \right)^{1/2}. \]

Under pointwise addition and scalar multiplication, \( A^2 \) is a vector space; when endowed with the inner product

\[ (f, g) = \int \int_{|z| < 1} f(z)\overline{g(z)} \, dx \, dy, \]

it becomes a Hilbert space (see Problem 16).

Assertion: If

\[ e_n(z) = \sqrt{\frac{n + 1}{\pi}} z^n \quad \text{for} \quad |z| < 1 \quad (n = 0, 1, 2 \ldots), \]

then the \( e_n \)'s form an orthonormal basis for \( A^2 \). The orthonormal part is simple: setting \( z = re^{i\theta} \), we have

\[ (e_n, e_m) = \frac{1}{\pi} \sqrt{\frac{n + 1}{\pi}} \sqrt{\frac{m + 1}{\pi}} \int_0^{2\pi} \int_0^1 e^{i(n-m)\theta} r^{n+m} \, dr \, d\theta \]

\[ = \frac{2\sqrt{n + 1}}{n + m + 2} \delta_{nm} = \delta_{nm}. \]

As for completeness, it must be shown that if \( f \in A^2 \) and \( (f, e_n) = 0 \) for \( n \geq 0 \), then \( f = 0 \). This we accomplish by proving that if the Taylor series of \( f \) is

\[ f(z) = \sum_{n=0}^{\infty} c_n z^n, \]

then

\[ c_n = \sqrt{\frac{n + 1}{\pi}} (f, e_n) \quad (n = 0, 1, 2 \ldots). \]
Argue as follows:

\[ f(z) \bar{z}^m = \sum_{n=0}^{\infty} c_n z^n \bar{z}^m. \]

Since the series is uniformly convergent in each disk \( \{z : |z| \leq r\} \), \( 0 < r < 1 \), term-by-term integration is permissible and yields

\[
\int \int_{|z| \leq r} f(z) \bar{z}^m \, dx \, dy = 2\pi \sum_{n=0}^{\infty} c_n \delta_{nm} \frac{r^{n+m+2}}{n + m + 2} \\
= \pi c_m \frac{r^{2m+2}}{m + 1}.
\]

Since \( |f(z)\bar{z}^m| \) is integrable over \( \{z : |z| < 1\} \),

\[
(f, z^m) = \lim_{r \to 1} \int \int_{|z| \leq r} f(z) \bar{z}^m \, dx \, dy = \pi c_m \frac{m}{m + 1},
\]

and the result follows.

Let us remark that we now know that the Taylor series of a function \( f \) in \( A^2 \) converges to \( f \) in the topology of \( A^2 \). This could not have been deduced solely from the fact that the Taylor series of \( f \) is known to converge (to \( f \)) uniformly on each closed subset of the disk (see Problem 17).

If \( f \in A^2 \), with Taylor series \( f(z) = \sum_{n=0}^{\infty} c_n z^n \), then Parseval's formula shows that

\[
\|f\|^2 = \pi \sum_{n=0}^{\infty} \left| c_n \right|^2 \frac{1}{n + 1}.
\]

This provides an alternative description of \( A^2 \) as the class of all functions \( f(z) = \sum_{n=0}^{\infty} c_n z^n \) analytic in the open unit disk for which

\[
\sum_{n=0}^{\infty} \left| c_n \right|^2 \frac{1}{n + 1} < \infty.
\]

The inner product of two such functions \( \sum_{n=0}^{\infty} a_n z^n \) and \( \sum_{n=0}^{\infty} b_n z^n \) is in this case defined to be

\[
\pi \sum_{n=0}^{\infty} \frac{a_n \bar{b}_n}{n + 1},
\]

in agreement with the original definition.
Problems

1. Prove that every separable Hilbert space contains a complete orthonormal sequence.

2. Give an example of a nonorthogonal basis for a separable Hilbert space.

3. Let \( \{e_1, \ldots, e_n\} \) be an orthonormal subset of a Hilbert space \( H \) and \( f \) an arbitrary element of \( H \). Show that the minimum value of \( \|f - \sum_{i=1}^{n} c_i e_i\| \) is attained when and only when \( c_i = (f, e_i) \) for \( i = 1, \ldots, n \).

4. Let \( \{e_1, e_2, e_3, \ldots\} \) be a complete orthonormal sequence in a Hilbert space \( H \) and suppose that \( f_1, f_2, f_3, \ldots \) are arbitrary vectors in \( H \) such that
   \[
   \sum_{n=1}^{\infty} \|e_n - f_n\|^2 < 1.
   \]
   Show that the sequence \( \{f_1, f_2, f_3, \ldots\} \) is also complete in \( H \).

5. Prove that an orthonormal basis for a separable Hilbert space is unconditional. (For the definition of an unconditional basis, see Problem 9 of Section 1.)

6. Let \( X \) be a Banach space and \( x \) and \( y \) elements of \( X \). We say that \( x \) is orthogonal to \( y \), and we write \( x \perp y \), if
   \[
   \|x\| \leq \|x + \lambda y\| \quad \text{for all scalars} \ \lambda.
   \]
   (a) Show by an example that \( x \perp y \) need not imply that \( y \perp x \).
   (b) Show that the relations \( x \perp y \) and \( x \perp z \) need not imply that \( x \perp (y + z) \).
   (c) Show that if \( X \) is a Hilbert space, then \( x \perp y \) if and only if \( (x, y) = 0 \).
   (d) Is every complete orthogonal sequence in \( X \) a basis?

7. Let \( H \) be a nonseparable Hilbert space.
   (a) Using the Hausdorff Maximal Principle, show that \( H \) contains a complete orthonormal subset.
   (b) Let \( \{e_\alpha : \alpha \in A\} \) be an orthonormal subset of \( H \) and \( f \) an arbitrary element of \( H \). Show that \( (f, e_\alpha) = 0 \) for all but countably many values of \( \alpha \).
   (c) Show that every complete orthonormal subset of \( H \) has the same number of elements. This number is called the (orthogonal or Hilbert space) dimension of \( H \).
(d) Show that two Hilbert spaces are isomorphic if and only if they have the same dimension.

(e) Show that for each cardinal number \( \alpha \), there is a Hilbert space whose dimension is \( \alpha \).

8. Let \( X \) be the vector space of all finite linear combinations of functions of the form \( e^{i\lambda t} \) \((-\infty < t < \infty)\), where the parameter \( \lambda \) is real. An inner product in \( X \) is defined by

\[
(f, g) = \lim_{T \to \infty} \frac{1}{2T} \int_{-T}^{T} f(t)\overline{g(t)} \, dt.
\]

When \( X \) is closed by means of the metric generated by this inner product, we obtain a certain Hilbert space \( B^2 \) (\( B \) is for Besicovitch).

(a) Show that the continuum of elements \( e^{i\lambda t} \) forms a complete orthonormal subset of \( B^2 \).

(b) Show that \( B^2 \) contains the important class of Bohr almost periodic functions. These are obtained by adding to \( X \) the limits of sequences of functions in \( X \) that are uniformly convergent on the entire real line.

9. (a) Show that each of the systems \( \{\sqrt{2} \sin nt : n = 1, 2, 3, \ldots\} \) and \( \{1, \sqrt{2} \cos nt : n = 1, 2, 3, \ldots\} \) forms an orthonormal basis for \( L^2[0, \pi] \).

(b) Show that the system \( \{1, \cos nt, \sin(n - \frac{1}{2})t : n = 1, 2, 3, \ldots\} \) forms an orthonormal basis for \( L^2[-\pi, \pi] \).

10. Prove that the sequence of functions \( \{1, x, x^2, \ldots\} \) is complete in \( L^2[a, b] \) for every finite interval \([a, b]\).

11. Show that an orthonormal sequence \( \{e_1, e_2, e_3, \ldots\} \) in a separable Hilbert space \( H \) is complete if and only if Parseval's identity

\[
\sum_{n=1}^{\infty} |(f, e_n)|^2 = \|f\|^2
\]

holds for every vector \( f \) belonging to a complete subset of \( H \).

12. (Vitali) An orthonormal sequence \( \{e_n\} \) in \( L^2[a, b] \) is complete if and only if

\[
\sum_{n=1}^{\infty} \left| \int_a^x e_n(t) \, dt \right|^2 = x - a
\]

for every \( x \) in \([a, b]\).
13. (Dalzell) An orthonormal sequence \( \{e_n\} \) in \( L^2[a, b] \) is complete if and only if
\[
\sum_{n=1}^{\infty} \int_a^b \left| \int_a^x e_n(t) \, dt \right|^2 \, dx = \frac{(b-a)^2}{2}.
\]

14. Show that when the Gram–Schmidt process is applied to the functions 1, \( x, x^2, \ldots \) in \( L^2[-1, 1] \), the resulting (complete) orthonormal sequence is \( \sqrt{n + \frac{1}{2}} P_n(x) \), where
\[
P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} (x^2 - 1)^n \quad (n = 0, 1, 2, \ldots)
\]
is the \( n \)th Legendre polynomial.

15. Show that the space \( H^2 \) can be described alternatively as the class of all functions \( f \) analytic in the open unit disk for which the integral means
\[
\left( \frac{1}{2\pi} \int_0^{2\pi} |f(re^{i\theta})|^2 \, d\theta \right)^{1/2}
\]
remain bounded as \( r \to 1 \).

16. (a) Show that if \( f \in A^2 \), then
\[
|f(z)| \leq \frac{||f||}{\sqrt{\pi (1 - |z|)}} \quad \text{whenever} \quad |z| < 1.
\]

\( \text{(Hint: The value of an analytic function at the center of a disk is equal to its average value over the entire disk.)} \)

(b) Prove that \( A^2 \) is a Hilbert space.

17. Show that if \( f_n \to f \) in \( A^2 \), then \( f_n \to f \) uniformly on every closed subset of \( |z| < 1 \). Show by an example that the converse is false.

4 The Reproducing Kernel

Most of the important examples of Hilbert spaces are function spaces. The special properties of the functions considered, such as analyticity, enrich the structure of the space, which in return supplies added information about the functions.
Let $H$ be a Hilbert space whose elements are real or complex-valued functions defined on a set $S$. We shall call $H$ a **functional Hilbert space** if for every element $x \in S$ the "point-evaluation" functional

$$f \mapsto f(x)$$

on $H$ is bounded. This means that there is a constant $M_x$ such that for all $f \in H$ we have $|f(x)| \leq M_x \|f\|$. By the Riesz representation theorem, every bounded linear functional on $H$ arises from an inner product, and so if $x \in S$, there is an element $K_x \in H$ such that

$$f(x) = (f, K_x) \quad \text{for every } f.$$ 

The function $K$ on $S \times S$, defined by

$$K(x, y) = (K_y, K_x) = K_y(x),$$

is called the **kernel function** or the **reproducing kernel** of $H$.

**Example 1.** The sequence space $l^2$ provides a trivial example of a functional Hilbert space. Here $S$ is the set of natural numbers, and $K$ is given by

$$K(m, n) = (e_n, e_m) = \delta_{mn}$$

($\{e_n\}$ is the "natural basis" for $l^2$).

**Example 2.** Consider the space $H^2$. For $|\beta| < 1$ the function $g$ defined by

$$g(z) = \sum_{n=0}^{\infty} \beta^n z^n$$

belongs to $H^2$ and

$$f(\beta) = (f, g) \quad \text{for every } f \in H^2.$$ 

This shows that "evaluation at $\beta$" is a bounded linear functional on $H^2$. It also shows that $g = K_\beta$, so that the reproducing kernel of $H^2$ is given by

$$K(z, w) = \sum_{n=0}^{\infty} z^n \overline{w}^n - \frac{1}{1 - z \overline{w}};$$

$K$ is called the **Szegö kernel**.
The next proposition shows that the reproducing kernel of a (separable) functional Hilbert space can always be described explicitly in terms of an orthonormal basis for the space.

**Proposition 2.** If \( \{e_1, e_2, e_3, \ldots\} \) is an orthonormal basis for a functional Hilbert space \( H \) and if \( K \) is the kernel function of \( H \), then

\[
K(x, y) = \sum_{n=1}^{\infty} e_n(x) \overline{e_n(y)}.
\]

**Proof.** Let \( x \) be a fixed but arbitrary element of \( S \). If \( K_x \) is expanded in a Fourier series relative to \( \{e_n\} \), then

\[
K_x = \sum_{n=1}^{\infty} (K_x, e_n)e_n = \sum_{n=1}^{\infty} e_n(x) \overline{e_n}.
\]

The result follows at once from Parseval's identity (generalized) since

\[
K(x, y) = (K_y, K_x) = \sum_{n=1}^{\infty} e_n(x) \overline{e_n(y)}.
\]

**Example 3.** Consider the space \( \mathbb{A}^2 \). That \( \mathbb{A}^2 \) is a functional Hilbert space is an easy consequence of the following mean-value formula for analytic functions. If \( f \) is analytic in the closed disk \( D_r = \{z : |z - z_0| \leq r\} \), then

\[
f(z_0) = \frac{1}{\pi r^2} \int_{D_r} f(z) \, dx \, dy.
\]

To prove the formula, observe that for every \( \rho \leq r \),

\[
f(z_0) = \frac{1}{2\pi} \int_0^{2\pi} f(z_0 + \rho e^{i\theta}) \, d\theta,
\]

by Cauchy's integral formula. Multiplying both sides by \( \rho \) and then integrating (with respect to \( \rho \)) from 0 to \( r \), we obtain

\[
f(z_0) = \frac{2}{r^2} \int_0^r f(z_0) \rho \, d\rho = \frac{1}{\pi r^2} \int_0^{2\pi} \int_0^r f(z) \rho \, d\rho \, d\theta,
\]

which is the desired result.
Suppose now that \( f \in A^2 \) and \( |z_0| < 1 \). Choose \( r \) small enough so that \( D_r \) is completely contained within the open unit disk. When the Cauchy-Schwarz inequality is applied to this mean-value formula, the result is

\[
|f(z_0)| \leq \frac{1}{\pi r^2} \int_{D_r} \int |f(z)| \, dx \, dy
\]

\[
\leq \frac{1}{\sqrt{\pi} r} \| f \|.
\]

This shows that "evaluation at \( z_0 \)" is a bounded linear functional on \( A^2 \).

To determine the reproducing kernel of \( A^2 \), apply Proposition 2. The functions \( e_n \) defined by \( e_n(z) = \sqrt{(n + 1)/\pi} z^n \) for \( |z| < 1 \) and \( n = 0, 1, 2, \ldots \) form an orthonormal basis for \( A^2 \) (see Section 3), and hence

\[
K(z, w) = \frac{1}{\pi} \sum_{n=0}^{\infty} (n + 1)z^n \bar{w}^n
\]

\[
= \frac{1}{\pi(1 - zw)^2},
\]

for \( |z| < 1, |w| < 1 \). The kernel function \( K \) of \( A^2 \) is called the Bergman kernel.

The following integral representation for a function \( f \) in \( A^2 \) is now immediate:

\[
f(w) = \langle f(z), K(z, w) \rangle = \int \int_{|z| < 1} f(z) \overline{K(z, w)} \, dx \, dy
\]

\[
= \frac{1}{\pi} \int \int_{|z| < 1} f(z) \frac{1}{(1 - \bar{z}w)^2} \, dx \, dy.
\]

### Problems

1. Is the space \( L^2[0, 1] \) a functional Hilbert space?
2. Let \( \{e_n\} \) be an orthonormal sequence in a functional Hilbert space \( H \),
with reproducing kernel $K$. Show that $\{e_n\}$ is complete if and only if

$$K(x, x) = \sum_{n=1}^{\infty} |e_n(x)|^2$$

for every $x$.

3. A function $K$ defined on $S \times S$ is called a **positive matrix** if for each positive integer $n$ and each choice of points $t_1, \ldots, t_n$ from $S$ the quadratic form

$$\sum_{j=1}^{n} \sum_{i=1}^{n} K(t_i, t_j) \xi_i \xi_j$$

is positive definite.

(a) Show that the reproducing kernel of a functional Hilbert space is a positive matrix.

(b) Show that if $K$ is a positive matrix, then there is a functional Hilbert space whose reproducing kernel is $K$.

4. Let $P$ be the Hilbert space of all entire functions of the form

$$f(z) = \frac{1}{2\pi i} \int_{-\pi}^{\pi} \varphi(t) e^{-izt} dt,$$

where $\varphi \in L^2[-\pi, \pi]$. The inner product of two functions $f$ and $g$ in $P$ is defined to be

$$(f, g) = \int_{-\infty}^{\infty} f(x) \overline{g(x)} \, dx.$$ 

Show that $P$ is a functional Hilbert space and find its reproducing kernel. ($P$ is the famous *Paley–Wiener space*; it will play an important role in the theory of nonharmonic Fourier series.)

5 **Complete Sequences**

A basis for a Banach space has the important property that every vector in the space can be approximated arbitrarily closely by finite combinations of the basis elements. Of course, a basis is much more. In many cases,
however, it is sufficient to know that a sequence of vectors, although not necessarily a basis, does nevertheless have this approximation property. Such sequences will be called \textit{complete}.

\textbf{Definition.} A sequence of vectors \( \{x_1, x_2, x_3, \ldots\} \) in a normed vector space \( X \) is said to be \textbf{complete}\( ^\dagger \) if its linear span is dense in \( X \), that is, if for each vector \( x \) and each \( \varepsilon > 0 \) there is a finite linear combination \( c_1 x_1 + \cdots + c_n x_n \) such that

\[
\| x - (c_1 x_1 + \cdots + c_n x_n) \| < \varepsilon.
\]

It is a direct and important consequence of the Hahn–Banach theorem that the completeness of a sequence of vectors \( \{x_n\} \) in \( X \) is equivalent to the following condition: if \( \mu \in X^* \) (the topological dual of \( X \)) and if \( \mu(x_n) = 0 \) \((n = 1, 2, 3, \ldots)\), then \( \mu = 0 \). When \( X \) is a Hilbert space, the Riesz representation theorem shows that all is well—the former definition (see Section 3) agrees with the present one.

\textbf{Example 1.} If \( (X, \mathcal{B}, \mu) \) is a \( \sigma \)-finite measure space and \( 1 \leq p < \infty \), then the Riesz representation theorem shows that the dual of \( L^p(\mu) \) can be identified with \( L^q(\mu) \), where \( 1/p + 1/q = 1 \). It follows that a sequence \( \{f_n\} \) of functions in \( L^p(\mu) \) will be complete provided the relations

\[
\int_X f_n g \, d\mu = 0 \quad (n = 1, 2, 3, \ldots),
\]

with \( g \in L^q(\mu) \), imply that \( g = 0 \) a.e.

If \( \mu \) is a finite measure, then \( L^p(\mu) \subset L^1(\mu) \) so that if the relations above imply that \( g = 0 \) a.e. whenever \( g \in L^1(\mu) \), then the sequence \( \{f_n\} \) will be complete in \( L^p(\mu) \) for every \( p \geq 1 \).

\textbf{Example 2.} The trigonometric system \( \{e^{int}\}_{n=\pm \infty} \) is complete in \( L^p[-\pi, \pi] \) for \( 1 \leq p < \infty \). Indeed, the proof of Theorem 2 showed that if \( f \in L^1[-\pi, \pi] \) and

\[
\int_{-\pi}^{\pi} f(t)e^{-int} \, dt = 0 \quad (n = 0, \pm 1, \pm 2, \ldots),
\]

then \( f = 0 \) a.e.

\( ^\dagger \) The terminology of the subject is not uniform—the terms “closed”, “total”, and “fundamental” are also used.
Example 3. In $C[a, b]$ the sequence of powers \( \{1, t, t^2, \ldots \} \) is complete by virtue of the Weierstrass theorem on polynomial approximation: the polynomials are dense in $C[a, b]$. It follows that if $g$ is an element of $C[a, b]$ for which all of the "moments"

$$
\int_a^b t^n g(t) \, dt \quad (n = 0, 1, 2, \ldots)
$$

are zero, then $g$ must be identically zero. Indeed, if we write

$$
\mu(f) = \int_a^b f(t) g(t) \, dt,
$$

then $\mu$ is a bounded linear functional on $C[a, b]$ and $\mu(t^n) = 0$ for every $n$. Since the powers of $t$ are complete, $\mu = 0$, and hence $g$ must be identically zero.

Example 4. The sequence of powers \( \{1, t, t^2, \ldots \} \) is complete in $L^p[a, b]$ whenever $[a, b]$ is an arbitrary finite interval and $1 \leq p < \infty$. This follows readily from Examples 1 and 3. For suppose $f \in L^1[a, b]$ and

$$
\int_a^b t^n f(t) \, dt = 0 \quad (n = 0, 1, 2, \ldots).
$$

If we define

$$
F(t) = \int_a^t f(u) \, du, \quad a \leq t \leq b,
$$

then $F \in C[a, b]$ and $F(a) = F(b) = 0$. Integration by parts shows that

$$
0 = \int_a^b t^n f(t) \, dt = -n \int_a^b t^{n-1} F(t) \, dt
$$

for $n = 1, 2, 3, \ldots$. Conclusion: $F = 0$ everywhere so that $f = 0$ almost everywhere.

Problems

1. Show that if $\{e_n\}$ is a complete orthonormal sequence in a Hilbert space, then $\{e_n - e_{n+1}\}$ is also complete. Is the result true if $\{e_n\}$ is merely assumed to be complete?
2. Let \( \{x_n\} \) be a complete sequence in a normed vector space \( X \). Show that if \( \{y_n\} \) is complete in \( \{x_n\} \) (that is, if each \( x_n \) can be approximated arbitrarily closely by linear combinations of the \( y_n \)), then \( \{y_n\} \) is complete in \( X \).

3. Show that the sequence \( \{1, x^2, x^4, \ldots\} \) is complete in \( C[0, 1] \). (Give an "elementary" proof, that is, one that uses neither the Müntz–Szász theorem nor the Stone–Weierstrass theorem.)

4. Show that if \( \{f_1, f_2, f_3, \ldots\} \) is a sequence in \( C[0, 1] \) that is complete in \( L^2[0, 1] \), then \( \{1, f_1, f_2, \ldots\} \) is complete in \( C[0, 1] \).

5. Show that the trigonometric system \( \{e^{int}\}_{n=-\infty}^{\infty} \) is not complete in \( L^2[-A, A] \) if \( A > \pi \).

6. (Boas-Pollard) Let \( \{f_0, f_1, f_2, \ldots\} \) be a complete orthonormal sequence in \( L^2[a, b] \). Show that there exists a bounded measurable function \( g \) such that the sequence \( \{gf_1, gf_2, gf_3, \ldots\} \) is complete in \( L^2[a, b] \). (Hint: Any bounded measurable function \( g \) that is never zero and is such that \( f_0/g \notin L^2\{a, b\} \) will do.)

7. Show that the sequence \( \left\{ \frac{1}{x + 1}, \frac{1}{x + 2}, \frac{1}{x + 3}, \ldots \right\} \) is complete in \( L^2[0, 1] \).

8. Let \( D \) be a bounded domain (an open connected set) in the complex plane and \( A(D) \) the space of functions \( f \) that are analytic in \( D \) and continuous in the closure of \( D \). Define \( \|f\| = \max\{|f(z)| : z \in \overline{D}\} \).
(a) Show that if \( D \) is the open unit disk, \( D = \{z : |z| < 1\} \), then the sequence \( \{1, z, z^2, \ldots\} \) is complete in \( A(D) \).
(b) Show that if \( D \) is multiply-connected, then the sequence \( \{1, z, z^2, \ldots\} \) is not complete in \( A(D) \).

9. Let \( T \) be the unit circle in the complex plane, \( T = \{z : |z| = 1\} \), and \( C(T) \) the space of all continuous complex-valued functions \( f \) on \( T \). Define \( \|f\| = \max\{|f(z)| : z \in T\} \). Show that the polynomials in \( z \) are not dense in \( C(T) \). (Give an example of a continuous function on \( T \) that is not the uniform limit of polynomials.)

6 The Coefficient Functionals

If \( \{x_1, x_2, x_3, \ldots\} \) is a basis for a Banach space \( X \), then every vector \( x \) in the space has a unique series expansion of the form

\[
x = \sum_{n=1}^{\infty} c_n x_n.
\]
It is clear that each coefficient \( c_n \) is a linear function of \( x \). If we denote this linear function by \( f_n \), then \( c_n = f_n(x) \), and we may write

\[
x = \sum_{n=1}^{\infty} f_n(x)x_n.
\]

The functionals \( f_n \) \((n = 1, 2, 3, \ldots)\) thus defined are called the coefficient functionals associated with the basis \( \{x_n\} \). They play an essential role in many parts of Banach space theory; perhaps the most important statement about them is that they are continuous.

**Theorem 3.** If \( \{x_n\} \) is a basis for a Banach space \( X \) and if \( \{f_n\} \) is the associated sequence of coefficient functionals, then each \( f_n \in X^* \). Moreover, there exists a constant \( M \) such that

\[
1 \leq \|x_n\| \cdot \|f_n\| \leq M \quad (n = 1, 2, 3, \ldots).
\]

**Proof.** Introduce the vector space \( Y \) consisting of those sequences of scalars \( \{c_n\} \) for which the series \( \sum_{n=1}^{\infty} c_nx_n \) is convergent in \( X \). If \( \{c_n\} \in Y \), then the number

\[
\|\{c_n\}\| = \sup_n \left\| \sum_{i=1}^{n} c_i x_i \right\|
\]

satisfies all the properties of a norm. We begin by showing that \( Y \), endowed with this norm, is a Banach space isomorphic to \( X \). Verification that \( Y \) is a Banach space is typical of standard completeness arguments, and since it poses no special difficulties, it is left as an exercise for the reader. To see that \( X \) and \( Y \) are isomorphic, argue as follows. The mapping \( T : Y \rightarrow X \) defined by

\[
\{c_n\} \rightarrow \sum_{n=1}^{\infty} c_nx_n
\]

is obviously linear; since \( \{x_n\} \) is a basis, it is also one-to-one and onto. Since

\[
\left\| \sum_{n=1}^{\infty} c_nx_n \right\| \leq \sup_n \left\| \sum_{i=1}^{n} c_i x_i \right\|,
\]

it follows that \( T \) is continuous, and the open mapping theorem then guarantees that \( T^{-1} \) is also continuous. This proves that \( X \) and \( Y \) are isomorphic.
Suppose now that \( x = \sum_{n=1}^{\infty} c_n x_n \) is a fixed but arbitrary element of \( X \). Then for every \( n \),

\[
|f_n(x)| = |c_n| = \frac{\|c_n x_n\|}{\|x_n\|} \leq \frac{\|\sum_{i=1}^{n} c_i x_i\| + \|\sum_{i=1}^{n-1} c_i x_i\|}{\|x_n\|} \\
\leq 2 \sup_n \frac{\|\sum_{i=1}^{n} c_i x_i\|}{\|x_n\|} = 2 \frac{\|T^{-1} x\|}{\|x_n\|} \leq 2 \frac{\|T^{-1}\| \cdot \|x\|}{\|x_n\|}.
\]

This proves that each \( f_n \) is continuous and that \( \|f_n\| \leq 2 \|T^{-1}\| / \|x_n\| \). Choosing \( M = 2 \|T^{-1}\| \), we have

\[
\|x_n\| \cdot \|f_n\| \leq M
\]

for every \( n \). The remaining inequality is trivial:

\[
1 = f_n(x_n) \leq \|f_n\| \cdot \|x_n\|. \quad \Box
\]

**Definition.** Let \( \{x_n\} \) be a basis for a Banach space \( X \) and let \( \{f_n\} \) be the associated sequence of coefficient functionals. For \( n = 1, 2, 3, \ldots \) the \( n \)th **partial sum operator** \( S_n \) is the linear operator on \( X \) defined by

\[
S_n(x) = \sum_{i=1}^{n} f_i(x) x_i.
\]

Theorem 3 implies that each partial sum operator is bounded, and a closer examination of the proof reveals further that

\[
1 \leq \sup_n \|S_n\| < \infty.
\]

As an application of this fact, we establish a simple and useful criterion for determining when a complete sequence is a basis.

**Theorem 4.** A complete sequence \( \{x_n\} \) of nonzero vectors in a Banach space \( X \) is a basis for \( X \) if and only if there exists a constant \( M \) such that

\[
\left\| \sum_{i=1}^{n} c_i x_i \right\| \leq M \left\| \sum_{i=1}^{m} c_i x_i \right\|
\]

whenever \( c_1, \ldots, c_m \) are arbitrary scalars and \( n \leq m \).
Proof. The necessity is easy: we need only choose \( M = \sup_n \| S_n \| \), where \( S_n \) is the \( n \)th partial sum operator associated with \( \{x_n\} \). Reason: If \( m \geq n \), then

\[
\sum_{i=1}^{n} c_i x_i = S_n \left( \sum_{i=1}^{m} c_i x_i \right);
\]

now take the norm of both sides.

For the sufficiency, start with a fixed vector \( x \) and select scalars \( \{c_{in}\}_{i=1}^{n} \), \( n = 1, 2, 3, \ldots \), such that

\[
x = \lim_{n \to \infty} \sum_{i=1}^{n} c_{in} x_i.
\]

(This is possible because \( \{x_n\} \) is complete.) For notational convenience, put \( c_{in} = 0 \) for \( i > n \). For fixed \( k \) and \( m > n > k \) we have by hypothesis

\[
\left\| (c_{kn} - c_{km}) x_k \right\| \leq M \left\| \sum_{i=1}^{n} (c_{in} - c_{im}) x_i \right\|
\]

\[
\leq M^2 \left\| \sum_{i=1}^{m} (c_{in} - c_{im}) x_i \right\|
\]

\[
= M^2 \left\| \sum_{i=1}^{n} c_{in} x_i - \sum_{i=1}^{m} c_{im} x_i \right\|.
\]

As \( m, n \to \infty \), this last expression tends to zero. Since \( x_k \neq 0 \), it follows that for each \( k \) the sequence \( \{c_{kn}\}_{n=1}^{\infty} \) is a Cauchy sequence, and therefore the limit

\[
c_k = \lim_{n \to \infty} c_{kn}
\]

exists. It is now a routine matter to show that

\[
x = \sum_{k=1}^{\infty} c_k x_k.
\]

The details are left to the reader. We complete the proof by showing that this representation is unique.
It suffices to show that if \( \sum_{k=1}^{\infty} c_k x_k = 0 \), then \( c_k = 0 \) for every \( k \). For fixed \( k \) and \( n \geq k \) we have once again by hypothesis

\[
\| c_k x_k \| \leq M \left\| \sum_{i=1}^{n} c_i x_i \right\|.
\]

Letting \( n \to \infty \), we find \( \| c_k x_k \| = 0 \), and hence \( c_k = 0 \) for every \( k \). 

**Problems**

1. Show that the normed vector space \( Y \) defined in the proof of Theorem 3 is a Banach space.
2. Let \( \{x_n\} \) denote Schauder's basis for \( C[a,b] \) and let \( \{f_n\} \) be the associated sequence of coefficient functionals. Compute \( \|f_n\| \).
3. Use the criterion of Theorem 4 to show that Schauder's system is in fact a basis for \( C[a,b] \).
4. Let \( \{x_n\} \) be a basis for a Banach space \( X \) and \( \{S_n\} \) the corresponding sequence of partial sum operators. Show that \( 1 \leq \sup_n \|S_n\| < \infty \).
5. **(Karlin)** A basis \( \{x_n\} \) for a Banach space \( X \) is said to be **normal** if \( \|x_n\| = \|f_n\| = 1 \) for every \( n \). Prove that in a Hilbert space every normal basis is orthonormal. *(Hint: Show that if \( \{x_n\} \) is normal, then \( x_n \perp x_m \) whenever \( n \neq m \) (see Problem 6, Section 3).*
6. A sequence \( \{x_n\} \) of nonzero vectors in a Banach space \( X \) is said to be an **orthogonal system** if for each \( n \) \( (n = 1, 2, 3, \ldots) \) the linear span of \( \{x_1, \ldots, x_n\} \) is orthogonal to \( x_{n+1} \) (see Problem 6, Section 3).
   (a) Show that an orthogonal system is linearly independent.
   (b) Show that a complete orthogonal system is a basis.
7. A Banach space \( X \) is said to have the **approximation property** *(in the sense of Grothendieck)* if the identity operator on \( X \) can be approximated, uniformly on every compact subset of \( X \), by operators of finite rank.
   (a) Prove that every Banach space with a basis has the approximation property.
   (b) Let \( X \) be a Banach space with a basis and let \( Y \) be an arbitrary Banach space. Prove that every compact linear transformation from \( X \) into \( Y \) is the limit (with respect to the norm topology) of operators of finite rank.
8. Prove that the **disk algebra** \( A \) has the approximation property. *(See Problem 7. In the notation of Problem 8, Section 5, \( A = A(D) \), with \( D = \{z : |z| < 1\} \).*
7 Duality

Suppose that \( \{x_n\} \) is a basis for a Banach space \( X \) and that \( \{f_n\} \) is its associated sequence of coefficient functionals. What can we say about the sequence \( \{f_n\} \)? Surely not that it is a basis for \( X^* \). For if \( X^* \) is nonseparable, then it contains no basis at all (example: \( X = l^1 \)). Therefore, unless \( \{f_n\} \) is complete, the most we can hope for is that it be a basis for its closed linear span. The hope is justified.

The closed linear span of a sequence \( \{x_n\} \) of elements from a normed vector space \( X \) will be denoted by \( [x_n] \).

**Theorem 5.** Let \( \{x_n\} \) be a basis for a Banach space \( X \) and let \( \{f_n\} \) be the associated sequence of coefficient functionals. Then \( \{f_n\} \) is a basis for \( [f_n] \) and the expansion

\[
f = \sum_{n=1}^{\infty} f(x_n) f_n
\]

is valid for every \( f \) in \( [f_n] \).

**Proof.** The proof is based on the fact that the adjoint of the \( n \)th partial sum operator \( S_n \) is given by the formula

\[
S_n^* f = \sum_{i=1}^{n} f(x_i) f_i
\]

for every \( f \in X^* \). The formula is valid because

\[
(S_n^* f)(x) = f(S_n x) = f\left( \sum_{i=1}^{n} f_i(x) x_i \right) = \left( \sum_{i=1}^{n} f(x_i) f_i \right)(x)
\]

for every \( x \in X \). It is to be shown that \( S_n^* f \to f \) for every \( f \in [f_n] \).

Let us first assume that \( f \) is a finite linear combination of the \( f_i \), say \( f = \sum_{i=1}^{m} c_i f_i \). Then for every \( n \geq m \)

\[
S_n^* f = \sum_{i=1}^{n} f(x_i) f_i = \sum_{i=1}^{m} c_i f_i = f,
\]

and hence trivially \( S_n^* f \to f \).

If \( f \) is an arbitrary element of \( [f_n] \), then given \( \varepsilon > 0 \), we can find
\[ g = \sum_{i=1}^{\infty} c_i f_i \text{ such that } \| f - g \| < \varepsilon/(M + 1), \text{ where } M = \sup_n \| S_n \| < \infty. \]

It follows that for all \( n \geq m \)
\[
\| S_n^* f - f \| \leq \| S_n^* f - S_n^* g \| + \| S_n^* g - g \| + \| g - f \|
\]
\[
= \| S_n^* f - S_n^* g \| + \| f - g \|
\]
\[
\leq (\| S_n \| + 1) \| f - g \| < \varepsilon,
\]

so that once again \( S_n^* f \to f \). Thus every element of \( [f_n] \) has at least one representation of the form \( f = \sum_{n=1}^{\infty} c_n f_n \). Since \( f(x_n) = c_n \) for every \( n \), the representation is unique and \( \{f_n\} \) is a basis for its closed linear span.

When \( X \) is a reflexive Banach space, \( \{f_n\} \) is a fortiori complete.

**Theorem 6.** If \( \{x_n\} \) is a basis for a reflexive Banach space \( X \), then the associated sequence of coefficient functionals \( \{f_n\} \) is a basis for \( X^* \).

**Proof.** In view of Theorem 5, we need only establish that \( \{f_n\} \) is complete in \( X^* \). Suppose then that \( \mu \in X^{**} \) and that \( \mu(f_n) = 0 \) for \( n = 1, 2, 3, \ldots \). It is to be shown that \( \mu = 0 \). Let \( P \) be the canonical imbedding of \( X \) into \( X^{**} \), i.e.,
\[
(Px)(f) = f(x)
\]
for \( f \) in \( X^* \) and \( x \) in \( X \). Since \( X \) is reflexive, it follows that \( \mu = Px \) for some \( x \); accordingly, \( f_n(x) = 0 \) for \( n = 1, 2, 3, \ldots \). Since \( \{x_n\} \) is a basis, we have \( x = \sum_{n=1}^{\infty} f_n(x)x_n = 0 \). Thus \( \mu = 0 \).

For the remainder of this section \( X \) will denote a fixed Hilbert space. Two sequences \( \{x_n\} \) and \( \{y_n\} \) in \( X \) are said to be biorthogonal if
\[
(x_m, y_n) = \delta_{mn}
\]
for every \( m \) and \( n \). The Hahn-Banach theorem shows that for a given sequence \( \{x_n\} \) a biorthogonal sequence \( \{y_n\} \) will exist if and only if \( \{x_n\} \) is minimal† (this means that each element of the sequence lies outside the closed linear span of the others). If this condition is fulfilled, then the biorthogonal sequence \( \{y_n\} \) will be uniquely determined if and only if \( \{x_n\} \) is complete.

† The terms (topologically) independent and (topologically) free are also used.
Suppose now that $X$ is separable and that $\{x_n\}$ is a basis for $X$. The isomorphism between $X$ and $X^*$ shows that to each coefficient functional $f_n$ there corresponds an element $y_n \in X$ such that $f_n(x) = \langle x, y_n \rangle$ for all $x$. Since $f_n(x_m) = \delta_{mn}$, we see that $\{x_n\}$ and $\{y_n\}$ are biorthogonal.

Thus we have shown that every basis $\{x_n\}$ for a Hilbert space possesses a unique biorthogonal sequence $\{y_n\}$. In terms of this biorthogonal pair, each vector $x$ in the space can be uniquely represented in the form

$$x = \sum_{n=1}^{\infty} \langle x, y_n \rangle x_n.$$ 

Combining Theorems 5 and 6, we see that $\{y_n\}$ is also a basis for $X$ and that, by duality,

$$x = \sum_{n=1}^{\infty} \langle x, x_n \rangle y_n.$$ 

Thus, in a Hilbert space the sequence biorthogonal to a basis is itself a basis.

**Problems**

1. Let $\{x_n\}$ be a basis for a Banach space $X$ and let $\{f_n\}$ be the associated sequence of coefficient functionals. Prove or disprove: if $X^*$ is separable, then $\{f_n\}$ is complete (and hence a basis) in $X^*$.

2. A sequence $\{x_n\}$ of elements of a Banach space $X$ is said to have $\{f_n\}$, where $f_n \in X^*$, as a biorthogonal sequence if $f_i(x_j) = \delta_{ij}$ for every $i$ and $j$.
   (a) Show that $\{x_n\}$ has a biorthogonal sequence if and only if it is minimal.
   (b) Show that a biorthogonal sequence for $\{x_n\}$ is uniquely determined if and only if $\{x_n\}$ is complete in $X$.
   (c) Show that $\{x_n\}$ is a basis for $X$ if and only if it possesses a biorthogonal sequence $\{f_n\}$ such that $\sum_{n=1}^{\infty} f_n(x) x_n$ converges to $x$ for every $x$ in $X$.

3. (Karlin) Let $\{x_n\}$ be a sequence of elements of a Banach space $X$ and let $\{f_n\}$ be biorthogonal to $\{x_n\}$. Prove that if $\{f_n\}$ is a basis for $X^*$, then $\{x_n\}$ is a basis for $X$.

4. Show by an example that in a Hilbert space, a sequence biorthogonal to a complete sequence need not itself be complete.
8 Riesz Bases

The simplest and perhaps the most obvious way of constructing new bases from old is through an isomorphism of the underlying space. Thus, if \( \{ x_n \} \) is a fixed but arbitrary basis for a Banach space \( X \) and if the bounded invertible operator† \( T \) transforms \( \{ x_n \} \) into \( \{ y_n \} \), that is, if

\[
Tx_n = y_n \quad \text{for} \quad n = 1, 2, 3, \ldots,
\]

then \( \{ y_n \} \) is also a basis for \( X \). In fact, it is easy to see that \( \{ x_n \} \) and \( \{ y_n \} \) are equivalent in the following sense.

**Definition.** Two bases \( \{ x_n \} \) and \( \{ y_n \} \) for a Banach space \( X \) are said to be **equivalent** if

\[
\sum_{n=1}^{\infty} c_n x_n \text{ is convergent if and only if } \sum_{n=1}^{\infty} c_n y_n \text{ is convergent.}
\]

The property of being linked by an isomorphism of the space completely characterizes equivalent bases.

**Theorem 7.** Two bases \( \{ x_n \} \) and \( \{ y_n \} \) for a Banach space \( X \) are equivalent if and only if there exists a bounded invertible operator \( T: X \to X \) such that \( Tx_n = y_n \) for every \( n \).

**Proof.** The sufficiency is trivial. Suppose then that \( \{ x_n \} \) and \( \{ y_n \} \) are equivalent bases for \( X \). If \( x \in X \), with \( x = \sum_{n=1}^{\infty} c_n x_n \), then the series \( \sum_{n=1}^{\infty} c_n y_n \) converges to an element \( Tx \) in \( X \). The function \( T \) thus defined is clearly linear, one-to-one and onto, and \( Tx_n = y_n \) for every \( n \).

To show that \( T \) is a bounded invertible operator, we define functions \( T_n \) by setting \( T_n x = \sum_{i=1}^{n} c_i y_i \). Then

\[
Tx = \lim_{n \to \infty} T_n x
\]

for every \( x \). Since each \( T_n \) is bounded (by Theorem 3), it follows that \( T \) is bounded (by the Banach–Steinhaus theorem). The open mapping theorem guarantees that \( T \) is invertible, and the result follows. ■

† "Invertible" means one-to-one and onto.
Theorem 8. In a Hilbert space equivalent bases have equivalent biorthogonal sequences.

Proof. Let \( \{x_n\} \) and \( \{y_n\} \) be equivalent bases for a Hilbert space \( H \) and let \( \{f_n\} \) and \( \{g_n\} \) be their respective biorthogonal sequences. Observe to begin with that a sequence biorthogonal to a basis is also a basis, so that \( \{f_n\} \) and \( \{g_n\} \) are themselves bases for \( H \).

Let \( T \) be a bounded invertible operator on \( H \) such that \( Tx_n = y_n \) \((n = 1, 2, 3, \ldots)\). Then the adjoint operator \( T^* \) is also bounded and invertible. Assertion: \( T^*g_n = f_n \) \((n = 1, 2, 3, \ldots)\). Indeed, for fixed \( n \) and all values of \( m \) we have

\[
(T^*g_n, x_m) = (g_n, Tx_m) = (g_n, y_m) = \delta_{nm} = (f_n, x_m);
\]

since \( \{x_m\} \) is complete, the assertion follows. This proves that \( \{f_n\} \) and \( \{g_n\} \) are equivalent bases for \( H \).

In a separable Hilbert space the most important bases are orthonormal. Second in importance are those bases that are equivalent to some orthonormal basis. They will be called Riesz bases, and they constitute the largest and most tractable class of bases known.

Definition. A basis for a Hilbert space is a Riesz basis if it is equivalent to an orthonormal basis, that is, if it is obtained from an orthonormal basis by means of a bounded invertible operator.

A Riesz basis \( \{f_n\} \) for a Hilbert space is necessarily bounded, that is to say,

\[
0 < \inf_n \|f_n\| \leq \sup_n \|f_n\| < \infty.
\]

In fact, if \( \{f_n\} \) is obtained from the orthonormal basis \( \{e_n\} \) by means of the bounded invertible operator \( T \), then for every \( n \)

\[
\|T^{-1}\| \leq \|f_n\| \leq \|T\|.
\]

It follows readily from this that if \( \{f_n\} \) is a Riesz basis, then the sequence of unit vectors \( \{f_n/\|f_n\|\} \) is also a Riesz basis. Reason: There exists a
bounded invertible operator $S$ for which

$$Se_n = \frac{e_n}{\|f_n\|} \quad (n = 1, 2, 3, \ldots);$$

therefore, the operator $TS$ is bounded and invertible, and

$$(TS)e_n = \frac{f_n}{\|f_n\|} \quad (n = 1, 2, 3, \ldots).$$

The next theorem provides a number of important characteristic properties of Riesz bases.

**Theorem 9.** Let $H$ be a separable Hilbert space. Then the following statements are equivalent.

1. The sequence $\{f_n\}$ forms a Riesz basis for $H$.
2. There is an equivalent† inner product on $H$, with respect to which the sequence $\{f_n\}$ becomes an orthonormal basis for $H$.
3. The sequence $\{f_n\}$ is complete in $H$, and there exist positive constants $A$ and $B$ such that for an arbitrary positive integer $n$ and arbitrary scalars $c_1, \ldots, c_n$ one has

$$A \sum_{i=1}^n |c_i|^2 \leq \left\| \sum_{i=1}^n c_i f_i \right\|^2 \leq B \sum_{i=1}^n |c_i|^2.$$

4. The sequence $\{f_n\}$ is complete in $H$, and its Gram matrix

$$((f_i, f_j))_{i,j=1}^\infty$$

generates a bounded invertible operator on $l^2$.

5. The sequence $\{f_n\}$ is complete in $H$ and possesses a complete biorthogonal sequence $\{g_n\}$ such that

$$\sum_{n=1}^\infty \| (f, f_n) \|^2 < \infty \quad \text{and} \quad \sum_{n=1}^\infty \| (f, g_n) \|^2 < \infty,$$

for every $f$ in $H$.

† Two inner products are said to be equivalent if they generate equivalent norms.
Proof. (1) ⇒ (2): Since \( \{ f_n \} \) is a Riesz basis for \( H \), there exists a bounded invertible operator \( T \) that transforms \( \{ f_n \} \) into some orthonormal basis \( \{ e_n \} \), i.e.,

\[
T f_n = e_n \quad \text{for} \quad n = 1, 2, 3, \ldots
\]

Define a new inner product \( (f, g)_1 \) on \( H \) by setting

\[
(f, g)_1 = (Tf, Tg),
\]

and let \( \| \cdot \|_1 \) be the norm generated by this inner product. Then

\[
\frac{\| f \|}{\| T^{-1} \|} \leq \| f \|_1 \leq \| T \| \cdot \| f \|,
\]

for every \( f \) in \( H \), so that the new inner product is equivalent to the original one. Clearly,

\[
(f_i, f_j)_1 = (Tf_i, Tf_j) = \langle c_i, c_j \rangle = \delta_{ij}
\]

for every \( i \) and \( j \).

(2) ⇒ (3): Suppose that \( (f, g)_1 \) is an equivalent inner product on \( H \) relative to which the sequence \( \{ f_n \} \) forms an orthonormal basis. From the relations

\[
m \| f \| \leq \| f \|_1 \leq M \| f \|
\]

for every \( f \), where \( m \) and \( M \) are positive constants not depending on \( f \), it follows that for arbitrary scalars \( c_1, \ldots, c_n \) one has

\[
\frac{1}{M^2} \sum_{i=1}^{n} |c_i|^2 \leq \left\| \sum_{i=1}^{n} c_i f_i \right\|^2 \leq \frac{1}{m^2} \sum_{i=1}^{n} |c_i|^2.
\]

Clearly, the sequence \( \{ f_n \} \) is complete in \( H \).

(3) ⇒ (1): Let \( \{ e_n \} \) be an arbitrary orthonormal basis for \( H \). It follows by assumption that there exist bounded linear operators \( T \) and \( S \) such that \( Te_n = f_n \) and \( Sf_n = e_n \) \( (n = 1, 2, 3, \ldots) \). Certainly, \( ST = I \). Since \( \{ f_n \} \) is complete, we also have \( TS = I \). Hence \( T \) is invertible, and \( \{ f_n \} \) is a Riesz basis for \( H \).

(1) ⇒ (4): Let \( T \) be a bounded invertible operator on \( H \) that carries
some orthonormal basis \( \{e_n\} \) into the basis \( \{f_n\} \). If \( A = (a_{ij}) \) denotes the matrix of the (invertible) operator \( T^*T \) relative to \( \{e_n\} \), then

\[
a_{ij} = (T^*Te_j, e_i) = (Te_j, Te_i) = (f_j, f_i).
\]

Therefore, the Gram matrix of \( \{f_n\} \) is the conjugate of \( A \).

(4) \( \Rightarrow \) (3): Suppose that the Gram matrix of \( \{f_n\} \) generates a bounded invertible operator on \( l^2 \). If \( \{e_n\} \) is an arbitrary orthonormal basis for \( H \), then the transformation \( T: H \to H \), defined by

\[
T \left( \sum_i c_i e_i \right) = \sum_i e_i \left( \sum_j \overline{f_j} f_j c_j \right)
\]

whenever \( \{c_i\} \in l^2 \), is obviously linear, bounded, and invertible. A straightforward calculation shows that

\[
\left\| \sum_i c_i f_i \right\|^2 = \left( T \left( \sum_i c_i e_i \right), \sum_i c_i e_i \right),
\]

so that, in addition, \( T \) is a positive operator. (Recall that a bounded linear operator \( T \) on a Hilbert space is said to be positive if \( (Tf, f) \geq 0 \) for every vector \( f \) in the space.) Since \( T \) is positive, it has a (unique) positive square root (see Riesz and Nagy [1955, p. 265]); call it \( P \). The equation above may then be put in the form

\[
\left\| \sum_i c_i f_i \right\|^2 = \left\| P \left( \sum_i c_i e_i \right) \right\|^2,
\]

from which it follows at once that

\[
\frac{1}{\|T^{-1}\|} \sum_i |c_i|^2 \leq \left\| \sum_i c_i f_i \right\|^2 \leq \|T\| \sum_i |c_i|^2.
\]

(1) \( \Rightarrow \) (5): Let \( \{g_n\} \) be the unique sequence in \( H \) biorthogonal to \( \{f_n\} \). By Theorem 8, \( \{g_n\} \) is also a Riesz basis for \( H \). Since every vector \( f \) in \( H \) has the two biorthogonal expansions

\[
f = \sum_{n=1}^{\infty} (f, g_n) f_n \quad \text{and} \quad f = \sum_{n=1}^{\infty} (f, f_n) g_n,
\]

the result follows immediately from the definition of a Riesz basis.
\((5) \Rightarrow (1)\): Consider the linear transformation from \(H\) into \(l^2\) defined by

\[ f \mapsto \{ (f, f_n) \}. \]

The reader will verify without great difficulty that this mapping is closed. By the closed graph theorem it is continuous, and hence there exists a positive constant \(C\) for which

\[ \sum_{n=1}^{\infty} |(f, f_n)|^2 \leq C^2 \| f \|^2 \quad \text{for all } f. \]

Similarly, there exists a positive constant \(D\) for which

\[ \sum_{n=1}^{\infty} |(f, g_n)|^2 \leq D^2 \| f \|^2 \quad \text{for all } f. \]

Fix an arbitrary orthonormal basis \(\{e_n\}\) for \(H\), and define operators \(S\) and \(T\) on the linear subspaces spanned by the sequences \(\{f_n\}\) and \(\{g_n\}\), respectively, by setting

\[ S \left( \sum_i c_i f_i \right) = \sum_i c_i e_i \quad \text{and} \quad T \left( \sum_i c_i g_i \right) = \sum_i c_i e_i. \]

By virtue of the two inequalities above, we have

\[ \left\| S \left( \sum_i c_i f_i \right) \right\| \leq D \left\| \sum_i c_i f_i \right\| \]

and

\[ \left\| T \left( \sum_i c_i g_i \right) \right\| \leq C \left\| \sum_i c_i g_i \right\|. \]

Since both sequences \(\{f_n\}\) and \(\{g_n\}\) are complete, each of the operators \(S\) and \(T\) can be extended by continuity to a bounded linear operator on the entire space. If \(f = \sum a_i f_i\) and \(g = \sum b_j g_j\) are finite sums, a simple calculation shows that

\[ (Sf, Tg) = (f, g); \]
by continuity, this holds for every pair of vectors $f$ and $g$. We have, accordingly,

$$(f, S^* T g) = (f, g),$$

so that $S^* T = I$. The existence of a right-inverse for $S^*$ implies that $S^*$ is onto, and hence that $S$ is bounded from below (see Taylor [1958, p. 234]). Since the range of $S$ is dense in $H$, we conclude that $S$ is invertible. Thus the sequence $\{f_n\}$ forms a Riesz basis for $H$. $lacksquare$

The class of Riesz bases is very large. It is extremely difficult to exhibit at least one bounded basis for a Hilbert space that is not equivalent to an orthonormal basis. We mention without proof the following example of such a basis in the space $L^2[-\pi, \pi]$; it was discovered by Babenko [1948].

**Example.** The sequence $\{t^{\alpha} e^{int}\}_{n=-\infty}^{\infty}$, with $0 < \alpha < \frac{1}{2}$, is a bounded basis for $L^2[-\pi, \pi]$ that is not a Riesz basis. The appearance of simplicity is misleading; the example is exceedingly difficult.

**Problems**

1. Prove that a sequence that is biorthogonal to a Riesz basis is also a Riesz basis.

2. Suppose that $\{f_n\}$ is a sequence of vectors in a Hilbert space $H$ such that $\sum |(f, f_n)|^2 < \infty$ whenever $f \in H$. Show that the mapping $f \rightarrow \{(f, f_n)\}$ has a closed graph.

3. Let $\{f_n\}$ be a Riesz basis for a Hilbert space $H$ and let $\{g_n\}$ be biorthogonal to $\{f_n\}$. Theorem 9 guarantees that there exist positive constants $A$ and $B$ such that

$$A \sum |(f, g_n)|^2 \leq \|f\|^2 \leq B \sum |(f, g_n)|^2$$

for all $f$.

Show that one has the dual relation

$$\frac{1}{B} \sum |(f, f_n)|^2 \leq \|f\|^2 \leq \frac{1}{A} \sum |(f, f_n)|^2$$

for all $f$.

4. Let $\{f_n\}$ be a basis for a Hilbert space $H$ and let $\{g_n\}$ be biorthogonal to $\{f_n\}$. We shall call $\{f_n\}$ a Bessel basis if

$$\sum_{n=1}^{\infty} c_n f_n$$

is convergent only if $\sum_{n=1}^{\infty} |c_n|^2 < \infty$;
we shall call \( \{f_n\} \) a **Hilbert basis** if
\[
\sum_{n=1}^{\infty} c_n f_n \text{ is convergent if } \sum_{n=1}^{\infty} |c_n|^2 < \infty.
\]

(a) Show that \( \{f_n\} \) is a Riesz basis if and only if it is both a Bessel basis and a Hilbert basis.

(b) Show that \( \{f_n\} \) is a Bessel (Hilbert) basis if and only if \( \{g_n\} \) is a Hilbert (Bessel) basis.

(c) Show that \( \{f_n\} \) is a Bessel basis if and only if there exists a constant \( A > 0 \) such that
\[
A \sum_{i=1}^{n} |c_i|^2 \leq \left\| \sum_{i=1}^{n} c_i f_i \right\|^2
\]
for arbitrary scalars \( c_1, \ldots, c_n \) \( (n = 1, 2, 3, \ldots) \).

(d) Show that \( \{f_n\} \) is a Hilbert basis if and only if there exists a constant \( B > 0 \) such that
\[
\left\| \sum_{i=1}^{n} c_i f_i \right\|^2 \leq B \sum_{i=1}^{n} |c_i|^2
\]
for arbitrary scalars \( c_1, \ldots, c_n \) \( (n = 1, 2, 3, \ldots) \).

5. Let \( \{f_n\} \) be a basis for a Hilbert space \( H \) and let \( \{g_n\} \) be its biorthogonal basis. Prove that \( \{f_n\} \) and \( \{g_n\} \) are equivalent if and only if \( \{f_n\} \) is a Riesz basis.

6. Let \( \{f_n\} \) be a basis for a Hilbert space \( H \) and let \( g_n = \lambda_n f_n \), where
\[
0 < \inf_{n} |\lambda_n| \leq \sup_{n} |\lambda_n| < \infty.
\]
Prove or disprove: \( \{f_n\} \) and \( \{g_n\} \) are equivalent.

### 9 The Stability of Bases in Banach Spaces

Two mathematical objects that are in some sense "close" to each other often share common properties. In this and the remaining section of Chapter I, we will show that bases in Banach spaces form a **stable** class in the sense that sequences sufficiently close to bases are themselves bases.

Part of the problem is to formulate broad and effective notions of
"close". Let \( \{x_n\} \) be a basis for a Banach space \( X \) and let \( \{y_n\} \) be a sequence of elements in \( X \). When shall we say that \( \{y_n\} \) is "close" to \( \{x_n\} \)? Although there are many different criteria, they all have one element in common: each implies that the mapping

\[
x_n \to y_n \quad \text{for} \quad n = 1, 2, 3, \ldots
\]

can be extended to an isomorphism \( T \) from \( X \) onto \( X \) that is in some sense "close" to the identity operator \( I \). In this way, questions about the stability of bases can be reduced to questions about "small" perturbations of the identity operator. As we shall see, the operator approach provides a powerful tool in the solution of stability problems.

The fundamental stability criterion, and historically the first, is due to Paley and Wiener [1934]. It is based on the elementary fact that a bounded linear operator \( T \) on a Banach space is invertible whenever

\[
\|I - T\| < 1.
\]

(This is one of those striking instances in which linear operators behave like ordinary numbers: if \( |1 - t| < 1 \), then surely \( t^{-1} \) exists.)

**Theorem 10 (Paley–Wiener).** Let \( \{x_n\} \) be a basis for a Banach space \( X \), and suppose that \( \{y_n\} \) is a sequence of elements of \( X \) such that

\[
\left\| \sum_{i=1}^{n} c_i(x_i - y_i) \right\| \leq \lambda \left\| \sum_{i=1}^{n} c_i x_i \right\|
\]

for some constant \( \lambda, 0 \leq \lambda < 1 \), and all choices of the scalars \( c_1, \ldots, c_n \) \((n = 1, 2, 3, \ldots)\). Then \( \{y_n\} \) is a basis for \( X \) equivalent to \( \{x_n\} \).

**Proof.** It follows by assumption that the series \( \sum_{n=1}^{\infty} c_n(x_n - y_n) \) is convergent whenever the series \( \sum_{n=1}^{\infty} c_n x_n \) is convergent. Define a mapping \( T: X \to X \) by setting

\[
T\left( \sum_{n=1}^{\infty} c_n x_n \right) = \sum_{n=1}^{\infty} c_n(x_n - y_n).
\]

Evidently \( T \) is linear and bounded and \( \|T\| \leq \lambda < 1 \). Thus the operator \( I - T \) is invertible. Since \( (I - T)x_n = y_n \) for every \( n \), the result follows.

**Corollary.** Let \( \{x_n\} \) be a basis for a Banach space \( X \) and let \( \{f_n\} \) be the
associated sequence of coefficient functionals. If \( \{y_n\} \) is a sequence of vectors in \( X \) for which
\[
\sum_{n=1}^{\infty} \| x_n - y_n \| \cdot \| f_n \| < 1,
\]
then \( \{y_n\} \) is a basis for \( X \) equivalent to \( \{x_n\} \).

**Proof.** Put \( \lambda = \sum_{n=1}^{\infty} \| x_n - y_n \| \cdot \| f_n \| \). If \( x = \sum c_i x_i \) is an arbitrary finite sum, then
\[
\| \sum c_i (x_i - y_i) \| = \| \sum f_i(x_i - y_i) \|
\leq \sum \| f_i(x_i - y_i) \|
\leq \lambda \| x \| - \lambda \| \sum c_i x_i \|.
\]
Since \( 0 \leq \lambda < 1 \), the result follows from Theorem 10.

The following theorem is now immediate.

**Theorem 11 (Krein–Milman–Rutman).** If \( \{x_n\} \) is a basis for a Banach space \( X \), then there exist numbers \( \varepsilon_n > 0 \) with the following property: if \( \{y_n\} \) is a sequence of vectors in \( X \) for which
\[
\| x_n - y_n \| < \varepsilon_n, \quad n = 1, 2, 3, \ldots,
\]
then \( \{y_n\} \) is a basis for \( X \) equivalent to \( \{x_n\} \).

**Proof.** Let \( \{f_n\} \) be the sequence of coefficient functionals associated with the basis \( \{x_n\} \). By the corollary to Theorem 10, it suffices to choose \( \varepsilon_n \) small enough so that \( \sum_{n=1}^{\infty} \varepsilon_n \| f_n \| < 1 \).

In the following two corollaries the strength of the Krein–Milman–Rutman theorem is forcefully revealed.

**Corollary 1.** If \( X \) is a Banach space with a basis, then every dense subset of \( X \) contains a basis.

**Corollary 2.** The space \( C[a,b] \) has a basis consisting entirely of polynomials.

It is important for applications that the corollary to Theorem 10 be
strengthened. For this purpose, we shall make use of a well-known result concerning "compact perturbations" of the identity operator. If $T$ is a compact operator defined on a Banach space $X$ and if $\text{Ker}(I - T) = \{0\}$, then $I - T$ is invertible. This is the Fredholm alternative (see Halmos [1967, Problem 140]); it lends support to the notion that a compact operator is in some sense "small".

**Definition.** A sequence $\{x_n\}$ of elements of a Banach space $X$ is said to be *ω-independent* if the equality

$$\sum_{n=1}^{\infty} c_n x_n = 0$$

is possible only for $c_n = 0$ ($n = 1, 2, 3, \ldots$).

**Theorem 12.** Let $\{x_n\}$ be a basis for a Banach space $X$ and let $\{f_n\}$ be the associated sequence of coefficient functionals. If $\{y_n\}$ is complete in $X$ and if

$$\sum_{n=1}^{\infty} \|x_n - y_n\| \cdot \|f_n\| < \infty,$$

then $\{y_n\}$ is a basis for $X$ equivalent to $\{x_n\}$.

**Proof.** Let us first show that the sequence $\{y_n\}$ is ω-independent. If it were not, then we could find scalars $c_1, c_2, c_3, \ldots$ (not all zero) such that $\sum_{n=1}^{\infty} c_n y_n = 0$. Choose $N$ so large that $\sum_{n=N+1}^{\infty} \|x_n - y_n\| \cdot \|f_n\| < 1$. It follows by the corollary to Theorem 10 that the sequence of vectors

$$\{x_1, \ldots, x_N, y_{N+1}, y_{N+2}, \ldots\}$$

forms a basis for $X$. Accordingly, at least one of the scalars $c_1, \ldots, c_N$ does not vanish; suppose $c_k \neq 0$. The equation $\sum_{n=1}^{\infty} c_n y_n = 0$ can then be solved for $y_k$, showing that $X = [y_n] = [y_n]_{n \neq k}$. Since $1 \leq k \leq N$, it follows that the codimension† of $[y_n]_{n > N}$ is at most $N - 1$. But this is absurd: the quotient space $X/[y_n]_{n > N}$ is isomorphic to $[x_1, \ldots, x_N]$, and so has dimension $N$. This proves that $\{y_n\}$ is ω-independent.

Define an operator $T$ on $X$ by setting

$$Tx = \sum_{n=1}^{\infty} f_n(x)(x_n - y_n).$$

† If $Y$ is a closed subspace of a Banach space $X$, then the *codimension* of $Y$ is defined to be the dimension of $X/Y$. 
It is clear that $T$ is a bounded linear operator. We claim that $T$ is compact. Indeed, if we put $T_n x = \sum_{i=1}^{n} f_i(x)(x_i - y_i)$, then by hypothesis $\|T - T_n\| \to 0$, so that $T$ is the limit of operators of finite rank, and hence compact.

We complete the proof by showing that $\ker(I - T) = \{0\}$. If $(I - T)x = 0$, then $\sum_{n=1}^{\infty} f_n(x)y_n = 0$ and since $\{y_n\}$ is $\omega$-independent, it follows that $x = 0$. Thus the kernel of $I - T$ is trivial. The proof is over: the Fredholm alternative shows that $I - T$ is invertible and clearly $(I - T)x_n = y_n$ for every $n$.

### Problems

1. Show that if $\lambda = 1$, then Theorem 10 is no longer valid.

2. Suppose that $\{x_n\}$ is a complete sequence of vectors belonging to a Banach space $X$ and that $\|\sum c_i(x_i - y_i)\| \leq \lambda \|\sum c_i x_i\|$ for some constant $\lambda$, $0 \leq \lambda < 1$, and arbitrary scalars $c_1, \ldots, c_n$ ($n = 1, 2, 3, \ldots$). Show that $\{y_n\}$ is also complete.

3. (Retherford–Holub) Let $\{x_n\}$ be a basis for a Hilbert space $H$ with $\|x_n\| = 1$ for every $n$, and let $\{y_n\}$ be biorthogonal to $\{x_n\}$. Show that if $\sum_{n=1}^{\infty} \sqrt{\|y_n\| - 1} < \infty$, then $\{x_n\}$ is a Riesz basis. (*Hint: Use Theorem 12 to show that $\{y_n\}$ is equivalent to $\{x_n\}$, and then use Problem 5 of Section 8.*)

### 10 The Stability of Orthonormal Bases in Hilbert Space

Throughout this section $H$ will denote a separable Hilbert space and $\{e_n\}$ a fixed but arbitrary orthonormal basis for $H$. While it is of course true that every result of the preceding section applies equally well to orthonormal bases, the added structure of a Hilbert space provides additional and stronger stability criteria.

We begin by reformulating Theorem 10.

**Theorem 13.** Let $\{e_n\}$ be an orthonormal basis for a Hilbert space $H$ and let $\{f_n\}$ be “close” to $\{e_n\}$ in the sense that

$$\|\sum c_i(e_i - f_i)\| \leq \lambda \sqrt{\sum |c_i|^2}$$

for some constant $\lambda$, $0 \leq \lambda < 1$, and arbitrary scalars $c_1, \ldots, c_n$ ($n = 1, 2, 3, \ldots$). Then $\{f_n\}$ is a Riesz basis for $H$. 
Application: The stability of the trigonometric system

It follows from what has already been done that the trigonometric system \( \{e^{int}\}_{-\infty}^{\infty} \) is stable in \( L^2[-\pi, \pi] \) under "sufficiently small" perturbations of the integers. This means that if \( \{\lambda_n\} \) is a sequence of real or complex numbers for which \( \{\lambda_n - n\} \) is in some sense "small", then the system \( \{e^{i\lambda_nt}\}_{-\infty}^{\infty} \) will form a basis for \( L^2[-\pi, \pi] \), in fact, a Riesz basis. Accordingly, every function \( f \) in \( L^2[-\pi, \pi] \) will have a unique nonharmonic Fourier series expansion

\[
f(t) = \sum_{-\infty}^{\infty} c_n e^{i\lambda_n t} \quad \text{(in the mean)},
\]

with \( \sum |c_n|^2 < \infty \).

The possibility of such nonharmonic expansions was discovered by Paley and Wiener [1934], and it was for this purpose that they formulated the criterion of Theorem 13. In the present setting that criterion takes the form

\[
\| \sum c_n(e^{int} - e^{i\lambda_n t}) \| \leq \lambda < 1
\]

whenever \( \sum |c_n|^2 \leq 1 \).

When shall the sequence \( \{\lambda_n - n\} \) be considered "small"? Based on what has already been established, one might well suppose that the condition

\[
\lambda_n - n \to 0 \quad \text{as} \quad n \to \pm \infty
\]

is, at the very least, necessary. Surprisingly, it is not.

Theorem 14 (Kadec's \( \frac{1}{4} \)-Theorem). If \( \{\lambda_n\} \) is a sequence of real numbers for which

\[
|\lambda_n - n| \leq L < \frac{1}{4}, \quad n = 0, \pm 1, \pm 2, \ldots,
\]

then \( \{e^{i\lambda_n t}\} \) satisfies the Paley–Wiener criterion and so forms a Riesz basis for \( L^2[-\pi, \pi] \).

Proof. It is to be shown that

\[
\| \sum c_n(e^{int} - e^{i\lambda_n t}) \| \leq \lambda < 1
\]
whenever \( \sum |c_n|^2 \leq 1 \). Write

\[
e^{int} - e^{i\lambda nt} = e^{int}(1 - e^{i\delta nt}),
\]

where \( \delta_n = \lambda_n - n \) \((n = 0, \pm 1, \pm 2, \ldots)\). The trick is to expand the function \( 1 - e^{i\delta t} \) \((-\pi \leq t \leq \pi\) in a Fourier series relative to the complete orthonormal system \( \{1, \cos nt, \sin(n - \frac{1}{2})t\}_{n=1}^{\infty} \) (see Problem 9, Section 3) and then exploit the fact that \( |\lambda_n - n| \) is not too large.

Simple calculations show that when \( \delta \) is real,

\[
1 - e^{i\delta t} = (1 - \frac{\sin \pi \delta}{n \delta}) + \sum_{k=1}^{\infty} \frac{(\frac{(-1)^k2\delta}{n(k^2 - \delta^2)})}{\cos kt}
\]

\[
+ i \sum_{k=1}^{\infty} \frac{(\frac{(-1)^k2\delta}{n((k - \frac{1}{2})^2 - \delta^2)})}{\sin \left( k - \frac{1}{2} \right)t}.
\]

Let \( \{c_n\} \) be an arbitrary finite sequence of scalars such that \( \sum |c_n|^2 \leq 1 \). By interchanging the order of summation and then using the triangle inequality we see that

\[
\| \sum c_n(e^{int} - e^{i\delta nt}) \| \leq A + B + C,
\]

where

\[
A = \left\| \sum_n \left(1 - \frac{\sin \pi \delta_n}{n \delta_n}\right)c_ne^{int} \right\|
\]

\[
B = \sum_{k=1}^{\infty} \left\| \cos kt \sum_n \frac{(\frac{(-1)^k2\delta_n}{n(k^2 - \delta_n^2)})}{\sin \left( k - \frac{1}{2} \right)t} c_ne^{int} \right\|
\]

and

\[
C = \sum_{k=1}^{\infty} \left\| \sin \left( k - \frac{1}{2} \right)t \sum_n \frac{(\frac{(-1)^k2\delta_n}{n((k - \frac{1}{2})^2 - \delta_n^2)})}{\sin \left( k - \frac{1}{2} \right)t} c_ne^{int} \right\|
\]

Obvious estimates show that

\[
A \leq \left(1 - \frac{\sin \pi L}{\pi L}\right), \quad B \leq \sum_{k=1}^{\infty} \frac{2L \sin \pi L}{\pi(k^2 - L^2)}, \quad C \leq \sum_{k=1}^{\infty} \frac{2L \cos \pi L}{\pi((k - \frac{1}{2})^2 - L^2)}.
\]

But the series \( \sum_{k=1}^{\infty} \frac{2L}{\pi(k^2 - L^2)} \) and \( \sum_{k=1}^{\infty} \frac{2L}{\pi((k - \frac{1}{2})^2 - L^2)} \) are the
partial fraction expansions of the functions $1/\pi L - \cot \pi L$ and $\tan \pi L$, respectively (see Markushevich [1965, pp. 62, 64]), so that

$$\| \sum c_n(e^{int} - e^{i\lambda_n}) \| \leq \lambda = 1 - \cos \pi L + \sin \pi L.$$ 

The proof is over: $L < \frac{1}{4}$ implies $\lambda < 1$. ■

Remarks.

1. The result is sharp in the sense that the constant $\frac{1}{4}$ cannot be improved. In fact, if $L = \frac{1}{4}$, then the conclusion of the theorem no longer holds. A counterexample is provided by the sequence $\{\lambda_n\}$, with

$$\lambda_n = \begin{cases} 
  n - \frac{1}{4}, & n > 0, \\
  0, & n = 0, \\
  n + \frac{1}{4}, & n < 0.
\end{cases}$$

Writing it down is easy; proving that it works is another matter (and hard). We defer the proof until Section 3.3.

2. The proof of Theorem 14 applies only when every $\lambda_n$ is real. Even earlier, however, it had been shown by Duffin and Echus [1942] that the Paley Wiener criterion is satisfied whenever the $\lambda_n$ are complex and

$$|\lambda_n - n| \leq L < \frac{\log 2}{\pi}, \quad n = 0, \pm 1, \pm 2, \ldots.$$ 

The method of proof is the same, only now the function $1 - e^{i\theta}$ is expanded in an everywhere-convergent Taylor series (see Problem 2). Whether the constant $(\log 2)/\pi$ can be replaced by $\frac{1}{4}$ (for complex $\lambda_n$) remains an unsolved problem.

Any further analysis of nonharmonic Fourier series in $L^2[-\pi, \pi]$ requires the use of deep structural properties of entire functions. These will be discussed in Chapter 2. At present we can go no further.

Let us return then to the abstract setting. It follows at once from Theorem 13 that if

$$\sum_{n=1}^{\infty} \| e_n - f_n \|^2 < 1,$$
then \( \{f_n\} \) is a basis for \( H \) equivalent to \( \{e_n\} \), that is, a Riesz basis. If \( \{f_n\} \) is known to be \( \omega \)-independent, then more can be said. We first give a definition.

**Definition.** Two sequences of vectors \( \{f_n\} \) and \( \{g_n\} \) in a normed vector space are said to be **quadratically close** if

\[
\sum_{n=1}^{\infty} \|f_n - g_n\|^2 < \infty.
\]

**Theorem 15 (Bari).** Let \( H \) be a separable Hilbert space and \( \{e_n\} \) an orthonormal basis for \( H \). If \( \{f_n\} \) is an \( \omega \)-independent sequence that is quadratically close to \( \{e_n\} \), then \( \{f_n\} \) is a Riesz basis for \( H \).

**Proof.** Define an operator \( T: H \to H \) by setting

\[
Tf = \sum_{n=1}^{\infty} (f, e_n)(e_n - f_n).
\]

It is clear that \( T \) is linear and that

\[
\|T\|^2 \leq \sum_{n=1}^{\infty} \|e_n - f_n\|^2.
\]

Furthermore, since \( Te_n = e_n - f_n \), it follows that

\[
\sum_{n=1}^{\infty} \|Te_n\|^2 = \sum_{n=1}^{\infty} \|e_n - f_n\|^2 < \infty.
\]

This shows that \( T \) is a **Hilbert–Schmidt operator** and hence compact (see Halmos [1967, Problem 135]).

We complete the proof by showing that \( \text{Ker}(I - T) = \{0\} \). If \( (I - T)f = 0 \), then from the equations

\[
0 = (I - T)f = \sum_n (f, e_n)e_n - \sum_n (f, e_n)(e_n - f_n) = \sum_n (f, e_n)f_n
\]

and the fact that \( \{f_n\} \) is \( \omega \)-independent, it follows that \( f = 0 \). Hence \( \text{Ker}(I - T) = \{0\} \), and the Fredholm alternative shows that \( I - T \) is invertible. Clearly \( (I - T)e_n = f_n \) for every \( n \).
A basis that is quadratically close to an orthonormal basis is called a Bari basis. Bari bases form an important subclass of the class of all Riesz bases. An excellent discussion of some of their special properties, together with applications to the theory of non-selfadjoint operators, can be found in Gohberg and Krein [1969] (also see Problems 5–7 at the end of this section).

Since every orthonormal sequence of vectors is $\omega$-independent, the following result is an immediate consequence of Theorem 15.

**Theorem 16 (Birkhoff–Rota).** Let $\{e_n\}$ be an orthonormal basis for a Hilbert space $H$. If $\{f_n\}$ is an orthonormal sequence that is quadratically close to $\{e_n\}$, then $\{f_n\}$ is complete, and hence an orthonormal basis.

**Remark.** It is possible to give an elementary proof of Theorem 16. In this context, a proof is "elementary" if it depends only on the intrinsic geometry of the Hilbert space and not on operator theory. The reader will appreciate the power of the operator approach by tackling the "elementary" proof sketched in the exercises (see Problem 4).

**Application: Eigenfunction expansions**

An important class of boundary-value problems of mathematical physics, including the classical vibration problems of continuum mechanics (vibrating strings, membranes, and elastic bars, for example) can be reduced to the (regular) Sturm–Liouville system

$$u'' + (\lambda - q(t))u = 0 \quad (1)$$

$(q(t)$ is assumed to be of class $C^1$ on $[a, b]$), together with the separated endpoint conditions

$$\alpha u(a) + u'(a) = 0, \quad \beta u(b) + u'(b) = 0. \quad (2)$$

The following facts about such a system are well known (see Birkhoff and Rota [1962]).

1. There is a discrete set of real eigenvalues $\lambda = \lambda_n \ (n = 0, 1, 2, \ldots)$, and $\lambda_n \to \infty$ as $n \to \infty$;
2. eigenfunctions associated with different eigenvalues are orthogonal in $L^2[a, b]$; and
3. The corresponding normalized eigenfunctions are given by the asymptotic formulas

\[ u_n(t) = \sqrt{2} \cos \left( \frac{n\pi(t - a)}{b - a} \right) + \frac{\delta_n(t)}{n + 1} \quad (n = 0, 1, 2, \ldots), \]

where \( \delta_n(t) \) is a bounded function of \( n \) and \( t \).

Accordingly, the solutions to the system above behave in much the same way as the solutions to the system

\[ u'' + \lambda u = 0, \]

with the endpoint conditions \( u'(a) = u'(b) = 0 \).

It is now a simple matter to show that the eigenfunctions associated with any Sturm-Liouville system of the form (1), (2) are always complete in \( L^2[a, b] \).

**Theorem 17.** If \( u_n \) \( (n = 0, 1, 2, \ldots) \) denotes the \( n \)th normalized eigenfunction of the system (1), (2), then the \( u_n \)'s form an orthonormal basis for \( L^2[a, b] \).

**Proof.** In \( L^2[a, b] \), the functions \( e_n \) defined by \( e_0(t) - 1 \) and

\[ e_n(t) = \sqrt{2} \cos \left( \frac{n\pi(t - a)}{b - a} \right) \quad \text{for} \quad a \leq t \leq b \quad (n = 1, 2, 3, \ldots) \]

form an orthonormal basis. The asymptotic formula for \( u_n \) shows that

\[ \sum_{n=0}^{\infty} \| e_n - u_n \|^2 < \infty, \]

and the result follows at once from Theorem 16.

Consequently, every function \( f \) in \( L^2[a, b] \) can be expressed in terms of the eigenfunctions; the corresponding series

\[ f(t) = \sum_{n=0}^{\infty} c_n u_n(t) \]

is called a Sturm-Liouville series.
We conclude our discussion of stability by further clarifying the relation between Riesz bases and the Paley–Wiener criterion. As always, $H$ is a separable Hilbert space and $\{e_n\}$ an orthonormal basis for $H$. The Paley–Wiener criterion is nothing more than the assertion that the mapping

$$T : e_n \rightarrow f_n \quad \text{for} \quad n = 1, 2, 3, \ldots$$

can be extended to an isomorphism on all of $H$ for which $\|I - T\| < 1$. This is a stringent requirement to place on a linear operator, and one might well conclude that the Paley–Wiener theory is of very limited scope. In a sense, just the opposite is true: every Riesz basis for $H$ is obtained in essentially this way.

**Theorem 18.** Let $H$ be a separable Hilbert space and $\{f_n\}$ a Riesz basis for $H$. Then there exists an orthonormal basis $\{e_n\}$, an isomorphism $T$, and a positive number $\rho$ such that

$$Te_n = \rho f_n \quad \text{for} \quad n = 1, 2, 3,$$

and

$$\|I - T\| < 1.$$

The proof will require the following two well-known facts (see Riesz and Nagy [1955, p. 230] for the first and Halmos [1967, Problem 105] for the second).

**Lemma 1.** If $T$ is a bounded self-adjoint operator on a Hilbert space, then

$$\|T\| = \sup \left\{ \frac{|(Tf, f)|}{\|f\|^2} : f \neq 0 \right\}.$$  

**Lemma 2 (Polar Decomposition).** Every bounded invertible operator $T$ on a Hilbert space can be factored in the form $T = UP$, where $U$ is a unitary operator and $P$ is a positive operator.

**Proof of Theorem 18.** Since $\{f_n\}$ is a Riesz basis for $H$, there exist positive constants $A$ and $B$ such that

$$A \sum |c_n|^2 \leq \sum |c_n f_n|^2 \leq B \sum |c_n|^2$$
whenever \( \{c_n\} \in l^2 \). Choose
\[
\rho = \frac{2}{\sqrt{A} + \sqrt{B}}
\]
and set \( g_n = \rho f_n \ (n = 1, 2, 3, \ldots) \). The inequalities above may then be put in the form
\[
(1 - \lambda) \sqrt{\sum |c_n|^2} \leq \| \sum c_n g_n \| \leq (1 + \lambda) \sqrt{\sum |c_n|^2},
\]
where
\[
\lambda = \frac{\sqrt{B} - \sqrt{A}}{\sqrt{B} + \sqrt{A}} < 1.
\]
We complete the proof by showing that there exists an orthonormal basis \( \{e_n\} \) such that
\[
\| \sum c_n (e_n - g_n) \| \leq \lambda \sqrt{\sum |c_n|^2}.
\]
Select an arbitrary orthonormal basis \( \{\phi_n\} \) for \( H \) and define a mapping \( S: H \to H \) by putting
\[
S(\sum c_n \phi_n) = \sum c_n g_n
\]
whenever \( \{c_n\} \in l^2 \). Then \( S \) is a bounded linear operator and
\[
(1 - \lambda) \| f \| \leq \| Sf \| \leq (1 + \lambda) \| f \|
\]
for every \( f \) in \( H \). This shows, in particular, that \( S \) is bounded from below. Since \( \{g_n\} \) is complete, \( S \) has a dense range and so must be invertible.

Let \( S = UP \) be the polar decomposition of \( S \). Then
\[
\| Pf \| \leq (1 + \lambda) \| f \| \quad \text{whenever } f \in H,
\]
and by Lemma 1,
\[
(Pf, f) \leq (1 + \lambda) \| f \|^2.
\]
Rewriting this as
\[
(Pf - f, f) \leq \lambda \| f \|^2,
\]
and again using Lemma 1, we find
\[ \| f - Pf \| \leq \lambda \| f \| \quad \text{for all } f. \]

Define \( c_n = U \phi_n \) (\( n = 1, 2, 3, \ldots \)). Since \( U \) is unitary, the sequence \( \{c_n\} \) forms an orthonormal basis for \( H \). If \( \{c_n\} \) is an arbitrary square-summable sequence of scalars and if we put \( f = \sum c_n \phi_n \), then
\[ \| \sum c_n (e_n - g_n) \| = \| Uf - Sf \| = \| U(f - Pf) \| = \| f - Pf \| \leq \lambda \| f \| = \lambda \sqrt{\sum |c_n|^2}. \]
The proof is complete since the mapping \( T: \sum_{n=1}^{\infty} c_n e_n \rightarrow \sum_{n=1}^{\infty} c_n g_n \) has all the desired properties. ■

Problems

1. Let \( \{e_n\} \) be an orthonormal basis for \( H \) and let \( \{f_n\} \) be a sequence of vectors in \( H \) such that
\[ \| \sum c_n (e_n - f_n) \| < \sqrt{\sum |c_n|^2} \]
whenever \( 0 < \sum |c_n|^2 < \infty \). Show that \( \{f_n\} \) is complete. Must it be a basis?

2. (Duffin–Echus) Show that the system of exponentials \( \{e^{i\lambda_n t}\}_{n=-\infty}^{\infty} \) forms a Riesz basis for \( L^2[-\pi, \pi] \) whenever
\[ |\lambda_n - n| \leq L < \frac{\log 2}{\pi}, \quad n = 0, \pm 1, \pm 2, \ldots. \]

(Hint: Show that the Paley–Wiener criterion is satisfied by expanding the function \( 1 - e^{i\lambda t} \) in an everywhere-convergent Taylor series and then mimicking the proof of Theorem 14.)

3. (Schäfke) Let \( \{e_n\} \) be an orthonormal basis for \( H \) and let \( \{f_n\} \) be "close" to \( \{e_n\} \) in the sense that
\[ \sum_{n=1}^{\infty} |(f, e_n - f_n)|^2 \leq \lambda < 1 \quad \text{whenever } \|f\| \leq 1. \]
Show that \( \{ f_n \} \) is a Riesz basis for \( H \). \( \text{Hint:} \) Define

\[ T(f) = \sum_{n=1}^{\infty} (f, e_n - f_n)e_n \]

and then show that \( T^*f = \sum_{n=1}^{\infty} (f, e_n)(e_n - f_n). \)

4. \textit{Alternative proof of Theorem 16.}
(a) Choose \( N \) large enough so that \( \sum_{n=N+1}^{\infty} \| e_n - f_n \|^2 < 1 \). Then the system

\[ \{ e_1, \ldots, e_N, f_{N+1}, f_{N+2}, \ldots \} \]

is complete in \( H \).
(b) Define

\[ g_n = e_n - \sum_{k=N+1}^{\infty} (e_k, f_k)f_k \quad \text{for} \quad n = 1, \ldots, N. \]

Then

\[ \{ g_1, \ldots, g_N, f_{N+1}, f_{N+2}, \ldots \} \]

is also complete in \( H \).
(c) Let \( S \) be the orthogonal complement of the set \( \{ f_{N+1}, f_{N+2}, f_{N+3}, \ldots \} \). Then \( S = [g_1, \ldots, g_N] \).
(d) Finally, \( S = [f_1, \ldots, f_N] \). Therefore, if \( f \perp f_n \ (n = 1, 2, 3, \ldots) \), then \( f = 0 \).

5. If \( \{ f_n \} \) is a Bari basis for \( H \), then so is \( \{ f_n / \| f_n \| \} \).

6. In order that a sequence of vectors \( \{ f_n \} \) be a Bari basis for \( H \), it is necessary and sufficient that there exist an orthonormal basis \( \{ e_n \} \) and an invertible operator \( T \) on \( H \) such that

(1) \( Te_n = f_n \) for \( n = 1, 2, 3, \ldots \), and
(2) \( I - T \) is a Hilbert–Schmidt operator.

7. Let \( \{ f_n \} \) be a basis for \( H \) that is quadratically close to the orthonormal basis \( \{ e_n \} \) and let \( \{ g_n \} \) be the basis biorthogonal to \( \{ f_n \} \). Show that \( \{ g_n \} \) is also quadratically close to \( \{ e_n \} \) and hence that the bases \( \{ f_n \} \) and \( \{ g_n \} \) are quadratically close.
2 ENTIRE FUNCTIONS OF EXPONENTIAL TYPE

There is an intimate connection between analytic functions and the completeness of sets of complex exponentials \( \{e^{i\lambda_n t}\} \). If, for example, the set \( \{e^{i\lambda_n t}\} \) fails to be complete in \( C[a, b] \), then by virtue of the Riesz representation theorem, there is a function \( \omega(t) \) of bounded variation on the interval \([a, b]\) that is not essentially a constant and for which

\[
\int_a^b e^{i\lambda_n t} \, d\omega(t) = 0 \quad (n = 1, 2, 3, \ldots).
\]

If we let \( f(z) \) be the Fourier–Stieltjes transform of \( \omega \), i.e., if

\[
f(z) = \int_a^b e^{izt} \, d\omega(t),
\]

then \( f(z) \) is an entire function, not identically zero, and \( f(z) \) vanishes at every \( \lambda_n \). In this way the study of the completeness properties of the system \( \{e^{i\lambda_n t}\} \) reduces to the study of the zeros of certain entire functions.

The representation above for an entire function \( f(z) \) places a severe restriction on its growth. On the real axis, \( f(z) \) evidently is bounded, while off the axis, it can grow no faster than an exponential:

\[
|f(z)| \leq Ae^{B|z|}.
\]

An entire function (or any function analytic in a sector) satisfying such an inequality for suitable constants \( A \) and \( B \) is said to be of exponential type. Familiar examples include \( e^z \), \( \sin z \), \( \cos \sqrt{z} \), as well as all polynomials.

Any limitation on the growth of an entire function carries with it limitations on the distribution of its zeros. In fact, the fundamental question in the theory of entire functions is precisely that of the connection
between growth and distribution of zeros. The more zeros a polynomial has, for example, the higher its degree and hence the more rapid its growth. The relation between the growth of an entire function and the distribution of its zeros was investigated by Borel, Hadamard, Lindelöf, and others in the late nineteenth and early twentieth centuries. The basis for this investigation is the classical theorem of Weierstrass on the expansion of entire functions into infinite products. Accordingly, we begin with the Weierstrass factorization theorem.

\[ \text{PART ONE. THE CLASSICAL FACTORIZATION THEOREMS} \]

1 Weierstrass's Factorization Theorem

Every polynomial can be written as a product of linear factors. Entire functions behave in much the same way: if \( f(z) \) is entire and has only finitely many zeros, \( z_1, \ldots, z_n \) (we shall always assume that a zero of order \( k \) is repeated \( k \) times), then we can “factor out” the zeros and obtain

\[
f(z) = (z - z_1) \cdots (z - z_n) g(z),
\]

where \( g(z) \) is entire and never zero. Any attempt to extend this process to the case of infinitely many zeros encounters serious convergence problems; a more subtle approach is therefore needed.

Let \( z_1, z_2, z_3, \ldots \) be an infinite sequence of complex numbers, none of which is zero, with \( \lim z_n = \infty \). We are going to construct an entire function with precisely these zeros. The most natural choice for such a function is the infinite product

\[
\prod_{n=1}^{\infty} \left( 1 - \frac{z}{z_n} \right).
\]

Observe, however, that unless the series \( \sum_{n=1}^{\infty} 1/|z_n| \) is convergent, the product cannot converge absolutely (except for \( z = 0 \)) and therefore may not represent an entire function. What is needed, in general, are “convergence-producing” factors.

We are going to show that there exist polynomials \( p_n(z) \) such that the product

\[
\prod_{n=1}^{\infty} \left( 1 - \frac{z}{z_n} \right)^{e^{p_n(z)}}
\]

(1)
converges to an entire function uniformly on each bounded region of the plane, and that \( p_n(z) \) can be chosen to be

\[
p_n(z) = \sum_{k=1}^{n} \frac{1}{k} \left( \frac{z}{z_n} \right)^k \quad (n = 1, 2, 3, \ldots). \tag{2}
\]

For this purpose we introduce the Weierstrass primary factors

\[ E(u, 0) = 1 - u \]

and

\[ E(u, p) = (1 - u) \exp \left( u + \frac{i}{2} u^2 + \cdots + \frac{i}{p} u^p \right) \quad \text{for} \quad p = 1, 2, 3, \ldots. \]

Note that when \(|u| < 1|\),

\[
\log E(u, p) = - \sum_{k=p+1}^{\infty} \frac{u^k}{k}
\]

(the principal value of the logarithm is to be chosen), so that when \(|u| \leq \varepsilon < 1|\),

\[
|\log E(u, p)| \leq \sum_{k=p+1}^{\infty} |u|^k \leq \frac{|u|^{p+1}}{1 - \varepsilon}. \tag{3}
\]

It follows easily from this estimate that the series

\[
\sum_{n=1}^{\infty} \log E \left( \frac{z}{z_n}, n \right)
\]

converges uniformly on each bounded region that contains none of the points \( z_n \). Accordingly, if \( p_n(z) \) is given by (2), then the infinite product (1) converges uniformly on every bounded region of the plane and so represents an entire function with zeros at each \( z_n \) and at these points only.

It is now a simple matter to show that every entire function can be factored in this way.

**Theorem 1 (Weierstrass).** Every entire function \( f(z) \) that is not identically zero can be represented in the form

\[
f(z) = z^m e^{g(z)} \prod_{n=1}^{\infty} \left( 1 - \frac{z}{z_n} \right) e^{p_n(z)},
\]
where the product is taken over all the zeros of \( f(z) \) other than \( z = 0 \), \( m \) is a nonnegative integer, \( g(z) \) is an entire function, and the \( p_n(z) \) are given by (2).

**Proof.** Let \( z_1, z_2, z_3, \ldots \) be the zeros of \( f(z) \) other than \( z = 0 \), and suppose that \( f(z) \) has a zero of order \( m \) at the origin. In the case of infinitely many zeros, it is clear that \( \{ z_n \} \) can have no finite limit point, and hence \( \lim z_n = \infty \).

If we define

\[
\phi(z) = z^m \prod_{n=1}^{\infty} \left( 1 - \frac{z}{z_n} \right) e^{p_n(z)},
\]

with \( p_n(z) \) given by (2), then \( \phi(z) \) is entire and has the same zeros as \( f(z) \). Therefore, \( f(z)/\phi(z) \) is entire and never zero, so that

\[
\frac{f(z)}{\phi(z)} = e^{g(z)}
\]

for some entire function \( g(z) \). The result follows.

The usefulness of the Weierstrass factorization theorem is limited by the fact that the polynomials \( p_n(z) \) are of such large degree. There is, however, one case in which the expansion of \( f(z) \) can be greatly simplified. Let us suppose that for some nonnegative integer \( p \),

\[
\sum_{n=1}^{\infty} \frac{1}{|z_n|^{p+1}} < \infty.
\]

The estimate (3) can once again be applied, and we conclude in the same way as before that the product

\[
P(z) = \prod_{n=1}^{\infty} E\left( \frac{z}{z_n}, p \right)
\]

converges uniformly (and absolutely) on each bounded region of the plane. Therefore, in this case, \( f(z) \) can be written as

\[
f(z) = z^m e^{g(z)} P(z).
\]

If \( p \) is the smallest nonnegative integer for which the series \( \sum_{n=1}^{\infty} 1/|z_n|^{p+1} \) is convergent, then \( P(z) \) is called the **canonical product** associated with the sequence \( \{ z_n \} \), and the number \( p \) is called the **genus** of the canonical prod.
uct. We shall show subsequently that a canonical factorization is always possible provided that \( f(z) \) is not of too rapid growth.

**Example.** As an application, we obtain the canonical expansion of \( \sin \pi z \). Here there is a simple zero at each integer: \( z_n = n (n = 0, \pm 1, \pm 2, \ldots) \). Since \( \sum_{n=1}^{\infty} 1/n \) diverges while \( \sum_{n=1}^{\infty} 1/n^2 \) converges, the genus of the corresponding canonical product is \( p = 1 \), and we have

\[
\sin \pi z = ze^{\pi(z)} \prod_{n \neq 0} \left( 1 - \frac{z}{n} \right) e^{z/n}.
\]

To determine \( g(z) \), take the logarithmic derivative of both sides. Then

\[
\pi \cot \pi z = \frac{1}{z} + g'(z) + \sum_{n \neq 0} \left( \frac{1}{z - n} + \frac{1}{n} \right).
\]

But

\[
\pi \cot \pi z = \frac{i}{z} + \sum_{n \neq 0} \left( \frac{1}{z - n} + \frac{1}{n} \right),
\]

so that \( g'(z) = 0 \) and hence \( g(z) \) is a constant. Since \( \lim_{z \to 0} (\sin \pi z)/z = \pi \), it follows that \( e^{\pi(z)} = n \), and hence

\[
\sin \pi z = \pi z \prod_{n \neq 0} \left( 1 - \frac{z}{n} \right) e^{z/n}.
\]

Now, the product converges absolutely for all values of \( z \), so that rearrangement is permissible, and we obtain the simpler formula

\[
\sin \pi z = \pi z \prod_{n=1}^{\infty} \left( 1 - \frac{z^2}{n^2} \right).
\]

**Problems**

1. Prove that for \( |z| < 1 \),

\[
(1 + z)(1 + z^2)(1 + z^4)(1 + z^8) \cdots = \frac{1}{1 - z}.
\]
Show that when \( z_n = i/n \ (n = 1, 2, 3, \ldots) \), the product \( \prod(1 + z_n) \) diverges while the product \( \prod|1 + z_n| \) converges.

Exhibit a sequence \( \{z_n\} \) of real numbers such that \( \sum z_n \) converges and \( \prod(1 + z_n) \) diverges.

Suppose that \( \sum |z_n|^2 < \infty \). Show that the product \( \prod(1 + z_n) \) is convergent if and only if the series \( \sum z_n \) is convergent.

Show that the value of an absolutely convergent product remains the same if its factors are reordered.

If the product \( \prod(1 - z/z_n) \) is absolutely convergent for all values of \( z \), then it represents an entire function. What if it converges conditionally for at least one value of \( z \)?

Find an infinite product expansion for each of the following entire functions: (a) \( \cos z \), (b) \( \cosh z \), (c) \( \sinh z \), (d) \( e^z - 1 \), (e) \( e^{az} - e^{bz} \).

Derive Wallis's product: \[
\frac{\pi}{2} = \frac{2 \cdot 2 \cdot 4 \cdot 4 \cdot 6 \cdot 6 \cdots}{1 \cdot 3 \cdot 3 \cdot 5 \cdot 5 \cdot 7 \cdots}.
\]

Show that
\[
\sin(\pi + a) = (\sin a)e^{\pi \cot a} \prod_{n=-\infty}^{\infty} \left(1 + \frac{z}{a + n\pi}\right)e^{-z/(a+n\pi)}
\]

provided that \( a \) is not a multiple of \( \pi \).

Show that every function that is meromorphic in the entire plane is the quotient of two entire functions.

Let \( z_1, z_2, z_3, \ldots \) be a sequence of distinct complex numbers with \( \lim z_n = \infty \) and let \( w_1, w_2, w_3, \ldots \) be arbitrary complex numbers. Then there exists an entire function \( f(z) \) such that \( f(z_n) = w_n \ (n = 1, 2, 3, \ldots) \). (Hint: Show that if \( g(z) \) has a simple zero at each \( z_n \), then there exist constants \( c_1, c_2, c_3, \ldots \) such that the series
\[
\sum_{n=1}^{\infty} \frac{w_n g(z)}{g'(z_n)(z - z_n)} e^{c_n(z - z_n)}
\]

converges uniformly in every bounded region of the plane.)

Let \( z_1, z_2, z_3, \ldots \) be a sequence of distinct complex numbers with \( \lim z_n = \infty \) and let \( w_1, w_2, w_3, \ldots \) be arbitrary complex numbers. Show that there exists an entire function \( f(z) \) such that
\[
\int_{z_n}^{z_{n+1}} f(z) \, dz = w_n \quad (n = 1, 2, 3, \ldots)
\]
2 Jensen’s Formula

In this section we shall establish a relation between the modulus of an analytic function on a circle and the moduli of its zeros inside the circle. It is known as Jensen’s formula, and it is one of the most important theorems in analysis.

**Theorem 2 (Jensen’s Formula).** Let \( f(z) \) be analytic in \(|z| < R\) and suppose that \( f(0) \neq 0\). If \( z_1, \ldots, z_n \) are the zeros of \( f(z) \) in \(|z| \leq r\) \((0 < r < R)\), then

\[
\frac{1}{2\pi} \int_0^{2\pi} \log |f(re^{i\theta})| \, d\theta = \log |f(0)| + \sum_{k=1}^{n} \log \left( \frac{r}{|z_k|} \right).
\]

**Proof.** The result is immediate when \( f(z) \) is never zero in \(|z| \leq r\), for then \( \log |f(z)| \) is harmonic and the mean-value property gives

\[
\frac{1}{2\pi} \int_0^{2\pi} \log |f(re^{i\theta})| \, d\theta = \log |f(0)|. \tag{1}
\]

The essence of the proof is the observation that this formula remains valid even when \( f(z) \) has zeros lying on the circle \(|z| = r\) (but not in its interior).

Suppose then that \( z_1, \ldots, z_n \) all lie on \(|z| = r\), and write \( z_k = re^{i\theta_k} \) \((k = 1, \ldots, n)\). There is but one thing to do in the presence of unwanted zeros: we eliminate them. Define

\[
g(z) = f(z) \prod_{k=1}^{n} \frac{z}{\bar{z}_k - z}.
\]

Then \( g(z) \) is analytic and free of zeros in \(|z| \leq r\). Replacing \( f \) by \( g \) in (1), we obtain

\[
\frac{1}{2\pi} \int_0^{2\pi} \log |f(re^{i\theta})| \, d\theta = \log |f(0)| + \sum_{k=1}^{n} \frac{1}{2\pi} \int_0^{2\pi} \log |1 - e^{i(\theta - \theta_k)}| \, d\theta. \tag{2}
\]

Using the calculus of residues, it is not hard to show that

\[
\int_0^{\pi} \log \sin \theta \, d\theta = -\pi \log 2
\]
(see Ahlfors [1979, p. 160]), and this implies
\[ \int_0^{2\pi} \log|1 - e^{i\theta}| \, d\theta = 0. \]

It follows that each of the integrals on the right-hand side of (2) must vanish, and hence (1) remains valid.

The general case is now readily established. Given arbitrary zeros \( z_1, \ldots, z_n \) inside or on the circle \( |z| = r \), we form the function
\[ F(z) = f(z) \prod_{k=1}^{n} \frac{r^2 - \bar{z}_k z}{r(z - z_k)}. \]

Then \( F(z) \) is analytic and free of zeros in \( |z| < r \). Since \( |F(z)| = |f(z)| \) whenever \( |z| = r \), it follows from what has already been proved that
\[ \log|F(0)| = \frac{1}{2\pi} \int_0^{2\pi} \log|f(re^{i\theta})| \, d\theta. \]

But
\[ |F(0)| = |f(0)| \prod_{k=1}^{n} \left( \frac{r}{|z_k|} \right), \]
and the result follows. \( \blacksquare \)

It is frequently useful to state Jensen's formula in a slightly altered form. If \( f(z) \) is analytic in \( |z| < R \), then we denote by \( n(r) \), \( 0 \leq r < R \), the number of zeros \( z_1, z_2, z_3, \ldots \) of \( f(z) \) for which \( |z_n| \leq r \). Provided that \( f(0) \neq 0 \), it follows easily that
\[ \sum_{|z_n| \leq r} \log \left( \frac{r}{|z_n|} \right) = \int_0^r \frac{n(t)}{t} \, dt, \]
and Jensen's formula becomes
\[ \frac{1}{2\pi} \int_0^{2\pi} \log|f(re^{i\theta})| \, d\theta = \log|f(0)| + \int_0^r \frac{n(t)}{t} \, dt. \]

Jensen's formula provides a powerful tool for studying the relation
between the growth of an entire function and the density of its zeros: the slower the growth, the more sparsely distributed the zeros. As an application of this principle, we shall apply Jensen's formula to the class of entire functions of exponential type.

**Definition.** An entire function $f(z)$ is said to be of exponential type if the inequality

$$|f(z)| \leq Ae^{B|z|}$$

holds for some positive constants $A$ and $B$ and all values of $z$.

**Theorem 3.** If $f(z)$ is an entire function of exponential type, then $n(r)/r$ remains bounded as $r \to \infty$.

**Proof.** We may suppose without loss of generality that $f(0) = 1$. This is obvious if $f(0) \neq 0$: if, on the other hand, $f(z)$ has a zero of order $m$ at the origin, then we need only consider $f(z)/z^m$.

Set

$$N(r) = \int_0^r \frac{n(t)}{t} dt.$$

With this notation, Jensen's formula becomes

$$N(r) = \frac{1}{2\pi} \int_0^{2\pi} \log|f(re^{i\theta})| d\theta.$$

By assumption, $|f(z)| \leq Ae^{B|z|}$ for some positive constants $A$ and $B$ and all values of $z$, so that

$$\log|f(re^{i\theta})| \leq \log A + Br$$

and hence also

$$N(r) \leq \log A + Br.$$

Since $n(r)$ is a nondecreasing function of $r$, it follows that

$$n(r) \log 2 = n(r) \int_s^{2r} \frac{1}{t} dt \leq \int_s^{2r} \frac{n(t)}{t} dt \leq N(2r).$$
Thus, for all values of $r$,

$$n(r) \log 2 \leq \log A + 2Br,$$

and the result follows. □

**Problems**

1. Using the calculus of residues show that

$$\int_0^\pi \log \sin \theta \, d\theta = -\pi \log 2.$$

2. Prove that if $f(z)$ is entire and $n(r)$ is the number of zeros of $f(z)$ in $|z| \leq r$, then, even if $f(0) = 0$,

$$\int_1^r \frac{n(t)}{t} \, dt < \frac{1}{2\pi} \int_0^{2\pi} \log |f(re^{i\theta})| \, d\theta + A$$

for some constant $A$ that depends only on $f(z)$ and not on $r$ ($r > 1$).

3. Calculate $n(r)$ for each of the entire functions $e^z - 1$, $\sin z$, and $(\sin \sqrt{z})/\sqrt{z}$.

4. Obtain an asymptotic estimate for $n(r)$ when

$$f(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z}{n!}\right).$$

**3 Functions of Finite Order**

To characterize the growth of an entire function $f(z)$, we introduce the "maximum modulus function"

$$M(r) = \max \{|f(z)|: |z| = r\}.$$

Unless $f(z)$ is a constant, $M(r)$ is a strictly increasing function of $r$, and $\lim_{r \to \infty} M(r) = \infty$. The first assertion follows from the maximum modulus principle, while the second is a consequence of Liouville's theorem.
An entire function that grows no faster than a polynomial must in fact be a polynomial. More precisely, we have the following theorem.

**Theorem 4.** If $f(z)$ is an entire function for which

$$M(r) \leq r^n$$

for some integer $n$ and all sufficiently large values of $r$, then $f(z)$ is a polynomial of degree at most $n$.

**Proof.** Expand $f(z)$ in a Taylor series,

$$f(z) = \sum_{k=0}^{\infty} a_k z^k,$$

and set

$$p(z) = a_0 + a_1 z + \cdots + a_n z^n.$$

If

$$g(z) = \frac{f(z) - p(z)}{z^n + 1},$$

then $g(z)$ is entire, and by hypothesis, $g(z) \to 0$ uniformly as $|z| \to \infty$. It follows from the maximum modulus principle that $g(z)$ must vanish identically, so that $f(z)$ is a polynomial of degree no larger than $n$.

**Remark.** It is evident that the theorem remains valid (and the proof remains the same) under the weaker assumption that $M(r) \leq r^n$ on a sequence of circles $|z| = r_n$ with $r_n \to \infty$.

In light of Theorem 4, to measure the growth of a transcendental entire function, it is necessary to compare $M(r)$ with functions that grow faster than every power of $r$.

**Definition.** An entire function $f(z)$ is said to be of finite order if there exists a positive number $k$ such that

$$M(r) \leq e^{r^k}$$

as soon as $r$ is "sufficiently large", i.e., $r > r(k)$. The greatest lower bound of
all positive numbers \( k \) for which this is true is called the \textbf{order} of the function and is denoted by \( \rho \).

Thus, \( \rho \) is the smallest nonnegative number such that

\[
M(r) \leq e^{\rho + \varepsilon}
\]

for every positive value of \( \varepsilon \), as soon as \( r \) is sufficiently large. It follows easily from the definition that the order of a nonconstant entire function is given by the formula

\[
\rho = \limsup_{r \to \infty} \frac{\log \log M(r)}{\log r}
\]

The order of a constant function is of course 0.

Simple examples of functions of finite order include \( e^z \), \( \sin z \), and \( \cos z \), all of which are of order 1, and \( \cos \sqrt{z} \), which is of order \( \frac{1}{2} \). An entire function of exponential type is of finite order at most 1; every polynomial is of order 0; the function \( e^{\alpha z} \) is of infinite order.

Theorem 3 is easily modified for functions of finite order (the details are left to the reader).

**Theorem 5.** If \( f(z) \) is an entire function of finite order \( \rho \), then

\[
n(r) = O(r^{\rho + \varepsilon})
\]

for every positive number \( \varepsilon \).

As a corollary, we have the following important result.

**Theorem 6.** If \( f(z) \) is an entire function of finite order \( \rho \) and if \( z_1, z_2, z_3, \ldots \) are its zeros, other than \( z = 0 \), then the series

\[
\sum_{n=1}^{\infty} \frac{1}{|z_n|^\alpha}
\]

is convergent whenever \( \alpha > \rho \).

**Proof.** We may suppose without loss of generality that the zeros of \( f(z) \) have been numbered so that

\[
0 < |z_1| \leq |z_2| \leq \cdots.
\]
Given $\alpha > \rho$, choose $\beta$ so that $\rho < \beta < \alpha$. Since $f(z)$ is of order $\rho$, it follows from Theorem 5 that

$$n(r) \leq Ar^\beta$$

for some constant $A$ and all values of $r$. Take $r = |z_n|$; then $n(r) = n$, and hence

$$n \leq A|z_n|^\beta \quad \text{for} \quad n = 1, 2, 3, \ldots.$$  

The result follows at once since $\sum_{n=1}^{\infty} 1/|z_n|^\beta < \infty$.  

It is an important consequence of Theorem 6 that every entire function of finite order has a canonical factorization.

**Corollary.** If $f(z)$ is an entire function of finite order $\rho$, with zeros $z_1, z_2, z_3, \ldots$, other than $z = 0$, then

$$f(z) = z^m e^{\theta(z)} \prod_{n=1}^{\infty} E\left(\frac{z}{z_n}, p\right),$$

where the product is a canonical product of genus $p$ and $p \leq \rho$.

**Proof.** The remarks following Theorem 1 show that the product $\prod_{n=1}^{\infty} E(z/z_n, p)$ converges uniformly on each bounded region of the plane whenever

$$\sum_{n=1}^{\infty} \frac{1}{|z_n|^p} < \infty,$$

and this is certainly true as long as $p + 1 > \rho$.  

Much more is true. We shall prove subsequently (Theorem 9) that $g(z)$ is a polynomial of degree no larger than $\rho$.

**Definition.** Let $z_1, z_2, z_3, \ldots$ be a sequence of complex numbers, none of which is zero. The greatest lower bound of positive numbers $\alpha$ for which the series

$$\sum_{n=1}^{\infty} \frac{1}{|z_n|^\alpha}$$
is convergent is called the exponent of convergence of the sequence \( \{z_n\} \) and is denoted by \( \lambda \). If the series is divergent for every \( \alpha > 0 \), then we set \( \lambda = \infty \). For a "finite" sequence, \( \lambda = 0 \) by definition.

**Example.** The exponents of convergence of the sequences

\[
\{e^n\}, \quad \{n^{1/3}\}, \quad \text{and} \quad \{\log n\}
\]

are 0, \( \lambda \), and \( \infty \), respectively.

If \( \lambda \) is the exponent of convergence of the sequence \( \{z_n\} \), then the series \( \sum 1/|z_n|^\alpha \) converges if \( \alpha > \lambda \) and diverges if \( \alpha < \lambda \); if \( \alpha = \lambda \), then no conclusion can be drawn. For example, the sequences \( \{n^{1/3}\} \) and \( \{(n \log^2 n)^{1/3}\} \) have the same exponent of convergence \( \lambda \), but \( \sum 1/|z_n|^2 \) diverges for the first sequence and converges for the second.

Suppose now that \( f(z) \) is entire of finite order \( \rho \). Let \( \lambda \) be the exponent of convergence of its zeros and let \( p \) be the genus of the corresponding canonical product. Our results thus far may be summarized by the following inequalities: by Theorem 6,

\[
\lambda \leq \rho \quad \text{(Hadamard)};
\]

by the definitions alone,

\[
p \leq \lambda \leq p + 1.
\]

If \( \lambda \) is not an integer, then \( p = \lfloor \lambda \rfloor \) (here \( \lfloor x \rfloor \) denotes the function "bracket \( x \)", the largest integer not exceeding \( x \)); if \( \lambda \) is an integer, then there is an ambiguity: \( p = \lambda \) when the series \( \sum 1/|z_n|^\lambda \) diverges, while \( p = \lambda - 1 \) when it converges.

**Problems**

1. Prove that, for a given function, \( M(r) \) is a continuous function of \( r \).
2. Determine \( M(r) \) for each of the entire functions \( e^z \), \( \sin z \), \( \cos z \), and \( (\sin \sqrt{z})/\sqrt{z} \).
3. Let \( f(z) \) be an entire function with \( f(0) = 1 \). Prove that

\[
n(r) \leq \log M(\epsilon r),
\]

where \( n(r) \) is the number of zeros of \( f(z) \) in the closed disk \( |z| \leq r \).
4. Let \( f(z) \) be an entire function such that

\[
\text{Re } f(z) < M
\]

for some constant \( M \) and all values of \( z \). Show that \( f(z) \) is a constant.

5. Determine the order of each of the entire functions \( e^{2z}, (\sin \sqrt{z})/\sqrt{z}, \) and \( \int_0^1 e^{zt^2} \, dt. \)

6. Show that the order of a product of two entire functions does not exceed the larger of the orders of the factors.

7. Prove that \( f(z) \) and \( f'(z) \) are of the same order.

8. Determine the exponent of convergence of the zeros of \( e^z - 1. \)

9. Prove that if \( f(z) \) has at least one zero, but is not identically zero, then

\[
\lambda = \limsup_{r \to \infty} \frac{\log n(r)}{\log r}.
\]

10. If \( f(z) = \sum_{n=0}^{\infty} a_n z^n \) is an entire function of order \( \rho \), then

\[
\rho = \limsup_{n \to \infty} \frac{n \log n}{\log(1/|a_n|)} \tag{1}
\]

(the quotient is taken to be zero if \( a_n = 0 \)). (Hint: Suppose first that \( \rho < \infty \) and let the right-hand side of (1) be denoted by \( \mu \).

(a) \( \mu \leq \rho \).

Using Cauchy’s estimate for the Taylor coefficients of \( f(z) \), show that for each fixed number \( k \) greater than \( \rho \), one has

\[
|a_n| \leq r^{-n} e^{rk} \quad (n = 0, 1, 2, \ldots)
\]

as soon as \( r \) is sufficiently large, i.e., \( r > r(k) \). Show that the quantity on the right achieves its minimum value when \( r = (n/k)^{1/k} \), so that

\[
|a_n| \leq \left( \frac{ek}{n} \right)^{n/k} \quad (n \text{ large}).
\]

Conclude that \( k \geq \mu \) and hence that \( \rho \geq \mu \).

(b) \( \rho \leq \mu \).

If \( k > \mu \), then

\[
0 \leq \frac{n \log n}{\log(1/|a_n|)} \leq k
\]
for all sufficiently large values of $n$, say $n > N$, so that

$$|a_n| \leq \left( \frac{1}{n} \right)^{n/k} \quad \text{for} \quad n > N.$$ 

Then

$$M(r) \leq \sum_{n=0}^{\infty} |a_n|r^n \leq \sum_{n=0}^{N} |a_n|r^n + \sum_{n=N+1}^{\infty} \left( \frac{1}{n} \right)^{n/k} r^n.$$

Write

$$\sum_{n=N+1}^{\infty} \left( \frac{1}{n} \right)^{n/k} r^n = S_1 \uparrow S_2,$$

where $S_1$ contains those terms with $n < (2r)^k$ and $S_2$ the remaining terms. Show that for all values of $r$, $S_2 \leq 1$, while for all positive values of $\varepsilon$,

$$S_1 < r^{(2r)^k} \sum \left( \frac{1}{n} \right)^{n/k} = O(e^{r^{k+\varepsilon}}).$$

Conclude that $\rho \leq k + \varepsilon$, and hence that $\rho \leq \mu$.

**ii.** Show that if the right-hand side of (1) in Problem 10 is finite, then $f(z)$ is an entire function of order $\rho$.

**12.** Determine the order of each of the following entire functions:

(a) \[ \sum_{n=0}^{\infty} \frac{z^n}{(n!)^x} \quad (x > 0), \]

(b) \[ \sum_{n=1}^{\infty} \left( \frac{z}{n} \right)^{n/x} z^n \quad (x > 0), \]

(c) \[ \sum_{n=0}^{\infty} e^{-n^2} z^n, \]

(d) \[ J_k(z) = \sum_{n=0}^{\infty} \frac{(-1)^n z^{k+2n}}{2^{k+2n} n!(n+k)!} \quad (\text{kth Bessel function}), \]

(e) \[ \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(1+\alpha n)} \quad \alpha > 0 \quad (\text{Mittag–Leffler function}). \]

**13.** Show that if $\varepsilon = 0$, then the conclusion of Theorem 5 no longer holds.
4 Estimates for Canonical Products

Hadamard’s inequality $\lambda \leq \rho$ is valid for all entire functions. For canonical products, $\lambda$ and $\rho$ are equal.

**Theorem 6 (Borel).** The order of a canonical product is equal to the exponent of convergence of its zeros.

**Proof.** Let

$$P(z) = \prod_{n=1}^{\infty} E\left(\frac{z}{z_n}, p\right)$$

be a canonical product of genus $p$ and order $\rho$ formed with the zeros $z_1, z_2, z_3, \ldots$, and let $\lambda$ be the exponent of convergence of these zeros. Since $\lambda \leq \rho$, it is sufficient to show that $\rho \leq \lambda$. In order to estimate the growth of $P(z)$, we shall estimate the size of each of its factors.

Fix $z$ and write

$$\log|P(z)| = \left(\sum_{r_n \leq 2r} + \sum_{r_n > 2r}\right) \log|E\left(\frac{z}{z_n}, p\right)| = \sum_1 + \sum_2,$$

where $r = |z|$ and $r_n = |z_n|$. For the second sum $\sum_2$ we use the inequality

$$\log|E(u, p)| \leq 2|u|^{p+1},$$

valid whenever $|u| \leq \frac{1}{2}$ (by virtue of (3) of Section 1). We then have

$$\sum_2 \leq 2 \sum_{r_n > 2r} \left(\frac{r}{r_n}\right)^{p+1} = 2r^{p+1} \sum_{r_n > 2r} r_n^{-p-1}.$$

If $\lambda = p + 1$, then

$$\sum_2 = O(r^{p+1}) = O(r^3).$$

If $\lambda < p + 1$, then $\lambda + \varepsilon < p + 1$ whenever $\varepsilon$ is sufficiently small, and hence

$$\sum_2 \leq 2r^{p+1} \sum_{r_n > 2r} r_n^{-p-1} = 2r^{p+1} \sum_{r_n > 2r} r_n^{\lambda + \varepsilon - p - 1} r_n^{-\lambda - \varepsilon}$$

$$< 2r^{p+1} (2r)^{\lambda + \varepsilon - p - 1} \sum_{r_n > 2r} r_n^{-\lambda - \varepsilon} = O(r^{\lambda + \varepsilon}).$$ (1)
For the sum $\sum_1$, suppose first that $p > 0$. Clearly,
\[
\log|E(u, p)| \leq \log|1 - u| + |u| + \frac{|u|^2}{2} + \cdots + \frac{|u|^p}{p}.
\]
If $|u| \geq \frac{1}{2}$, then
\[
|u|^k \leq 2^{p-k}|u|^p \quad (k = 1, \ldots, p),
\]
and hence
\[
\log|E(u, p)| \leq \log|1 - u| + 2^p|u|^p \leq 2^{p+1}|u|^p,
\]
whenever $p > 0$ and $|u| \geq \frac{1}{2}$. Therefore, for each $\varepsilon > 0$,
\[
\sum_1 = O\left(\sum_{r_n \leq 2r} \left(\frac{r}{r_n}\right)^p\right) = O\left(r^p \sum_{r_n \leq 2r} r_n^{\lambda - \varepsilon - p - e^{-\lambda}}\right)
\]
\[
= O\left(r^p(2r)^{\lambda - \varepsilon - p} \sum_{r_n \leq 2r} r_n^{-\lambda - \varepsilon}\right) = O(r^{\lambda + \varepsilon}). \tag{2}
\]
If $p = 0$, then
\[
\log|E(u, 0)| = O(|u|^\varepsilon)
\]
for every positive number $\varepsilon$, and (2) remains valid when $p$ is replaced by $\varepsilon$.

The proof is over: combining (1) and (2), we see that
\[
\log|P(z)| = O(r^{\lambda + \varepsilon})
\]
for every $\varepsilon > 0$, so that $\rho \leq \lambda$.

The simplest canonical product is of genus zero:
\[
P(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z}{z_n}\right) \quad \text{with} \quad \sum_{n=1}^{\infty} \frac{1}{|z_n|} < \infty.
\]
By Borel's theorem, $P(z)$ is of order at most 1. However, a lot more can be said: $P(z)$ is actually an entire function of exponential type. We first state the following definition.
Definition. Let \( f(z) \) be an entire function of exponential type. The exponential type\(^\dagger\) of \( f(z) \) is defined to be the number

\[
k = \limsup_{r \to \infty} \frac{\log M(r)}{r}.
\]

The zero function has exponential type \( 0 \), by convention.

According to the definition, \( k \) is the smallest nonnegative number such that

\[
M(r) \leq e^{(k + \varepsilon)r}
\]

for any given \( \varepsilon > 0 \) as soon as \( r \) is sufficiently large.

The functions \( e^z \), \( \sin z \), \( \cos z \), and \( (\sin z)/z \) are all of exponential type \( 1 \). Any entire function of order \( \rho < 1 \) is of exponential type \( 0 \).

Theorem 7. A canonical product of genus zero is an entire function of exponential type zero.

Proof. Let \( P(z) \) be the canonical product

\[
P(z) = \prod_{n=1}^{\infty} \left( 1 - \frac{z}{z_n} \right)
\]

with \( \sum_{n=1}^{\infty} \frac{1}{|z_n|} < \infty \).

We may suppose that the \( z_n \) are numbered in nondecreasing order of magnitude. In this case the sequence \( \{1/|z_n|\} \) is nonincreasing, and the convergence of the series \( \sum 1/|z_n| \) implies that

\[
\frac{n}{|z_n|} \to 0 \quad \text{as} \quad n \to \infty.
\]

\(^\dagger\) The notion of “exponential type” is not to be confused with that of “type”. An entire function of positive order \( \rho \) is said to be of type \( \tau \) (relative to that order) if

\[
\tau = \limsup_{r \to \infty} \frac{\log M(r)}{r^\rho}.
\]

Thus, for example, the entire function \( (\sin \sqrt{z})/\sqrt{z} \) is of order \( \rho = \frac{1}{2} \) and type \( \tau = 1 \), whereas it is clearly of exponential type \( 0 \).
It follows readily from this that if \( n(r) \) denotes the number of points \( z_1, z_2, z_3, \ldots \) for which \( |z_n| \leq r \), then

\[
\frac{n(r)}{r} \to 0 \quad \text{as} \quad r \to \infty
\]  

(3)

(see Problem 1).

Writing \( \sum 1/|z_n| \) as a Stieltjes integral and then integrating by parts, we obtain

\[
\sum_{n=1}^{\infty} \frac{1}{|z_n|} = \int_0^{\infty} \frac{dn(t)}{t} = \int_0^{\infty} \frac{n(t)}{t^2} \, dt.
\]

Hence the integral

\[
\int_0^{\infty} \frac{n(t)}{t^2} \, dt
\]

is convergent.

We can now estimate the growth of \( P(z) \) as follows: if \( r = |z| \), then

\[
\log|P(z)| \leq \sum_{n=1}^{\infty} \log \left(1 + \frac{r}{|z_n|}\right)
\]

\[
= \int_0^{\infty} \log \left(1 + \frac{r}{t}\right) \, dn(t)
\]

\[
= \int_0^{\infty} \frac{r}{t(t + r)} \, n(t) \, dt \quad \text{(integrate by parts)}
\]

\[
< \int_0^{r} \frac{n(t)}{t} \, dt + r \int_{r}^{\infty} \frac{n(t)}{t^2} \, dt.
\]

From this estimate, together with (3) and the convergence of the integral (4), we readily obtain the asymptotic inequality

\[
\log|P(z)| < \varepsilon r
\]

for each fixed \( \varepsilon > 0 \), as soon as \( r \) is sufficiently large. This shows that \( P(z) \) is of exponential type zero. \( \blacksquare \)
The next theorem shows that the maximum modulus of $1/P(z)$ is very often of the same order of magnitude as the maximum modulus of $P(z)$.

**Theorem 8.** If $P(z)$ is a canonical product of order $\rho$, then for each $\varepsilon > 0$,

$$|P(z)| > e^{-r^{\rho - \varepsilon}}$$

(5)

on circles $|z| = r$ of arbitrarily large radius.

**Proof.** Let $P(z)$ be a canonical product of genus $p$ and order $\rho$, formed with the zeros $z_1, z_2, z_3, \ldots$. Fix $h, h > \rho$, and let $D_n$ denote the disk

$$|z - z_n| \leq |z_n|^{-h}, \quad n = 1, 2, 3, \ldots$$

It is to be shown that (5) holds for each $\varepsilon > 0$ whenever $z$ lies outside every disk $D_n$ and $r = |z|$ is sufficiently large, i.e., $r > r (\varepsilon, h)$. Since the sum of the radii of these excluded disks is finite, the domain $\mathbb{C} - \cup D_n$ is non-empty and certainly contains circles $|z| = r$ of arbitrarily large radius.

Put $r_n = |z_n|$. The same method used to prove Theorem 6 shows that for every $\varepsilon > 0$,

$$\log|P(z)| \geq \sum_{r_n \leq 2r} \log \left| 1 - \frac{z}{z_n} \right| - O\left( \sum_{r_n \leq 2r} \left( \frac{r}{r_n} \right)^{\rho} \right) - O\left( \sum_{r_n \leq 2r} \left( \frac{r}{r_n} \right)^{\rho + 1} \right)$$

$$= \sum_{r_n \leq 2r} \log \left| 1 - \frac{z}{z_n} \right| - O(r^{\rho + \varepsilon})$$

(6)

(remember that $\rho = \lambda$). If $z$ lies outside every excluded disk and if $r_n \leq 2r$, then

$$\left| 1 - \frac{z}{z_n} \right| \geq i_n^{-h - 1} \geq (2i)^{-h - 1}.$$

Therefore, for each $\varepsilon > 0$ and all sufficiently large values of $r$,

$$\sum_{r_n \leq 2r} \log \left| 1 - \frac{z}{z_n} \right| \geq -(h + 1) \cdot \log(2r) \cdot n(2r)$$

$$\geq -(h + 1) \cdot \log(2r) \cdot r^{\rho + \varepsilon} \quad \text{(by Theorem 5)}$$

$$> -r^{\rho + 2\varepsilon}.$$ 

(7)

Combining (6) and (7), we have the desired result. ■
Problems

1. Prove: if \( \{ \lambda_n \} \) is a nondecreasing sequence of positive numbers and if \( n(r) \) denotes the number of \( \lambda_n \) not exceeding \( r \), then the statements
\[
\lim_{n \to \infty} n/r^{\lambda_n} = L \quad \text{and} \quad \lim_{r \to \infty} n(r)/r = L
\]
are equivalent.

2. Determine the order of each of the canonical products
\[
\prod_{n=1}^{\infty} \left( 1 + \frac{z}{e^n} \right) \quad \text{and} \quad \prod_{n=1}^{\infty} \left( 1 + \frac{z}{n^\alpha} \right), \quad \text{with} \quad \alpha > 1.
\]

3. Prove that \( f(z) = \sum_{n=1}^{\infty} a_n z^n \) is an entire function of exponential type \( k \) if and only if
\[
k = \limsup_{n \to \infty} n! |a_n| < \infty.
\]

4. Prove: \( f(z) \) and \( f'(z) \) are of the same exponential type.

5. Give an example of an entire function of order 1 that is not of exponential type.

6. Let \( r_1, r_2, r_3, \ldots \) be a sequence of positive real numbers. Show that for each positive number \( \alpha \), the series \( \sum_{n=1}^{\infty} 1/r_n^\alpha \) and the integral \( \int_0^\infty n(t)/t^{\alpha+1} \, dt \) converge or diverge together.

5 Hadamard's Factorization Theorem

Equipped with the results of the preceding section, we can now establish the fundamental factorization theorem for entire functions of finite order. It is due to Hadamard who used the result in his celebrated proof of the Prime Number Theorem. It is one of the classical theorems in function theory.

Theorem 9 (Hadamard). If \( f(z) \) is an entire function of finite order \( \rho \) and if
\[
f(z) = z^m e^{g(z)} P(z)
\]
is its canonical factorization, then \( g(z) \) is a polynomial of degree no larger than \( \rho \).

Proof: Let \( \lambda \) denote the exponent of convergence of the zeros of the
canonical product \( \hat{P}(z) \). Then \( \hat{P}(z) \) is of order \( \lambda \) and \( \lambda \leq \rho \). Let \( \varepsilon \) be an arbitrary positive number. By assumption,

\[
\log |f(z)| < r^{\rho + \varepsilon}
\]
as soon as \( |z| - r \) is sufficiently large, while, by Theorem 8,

\[
\log |P(z)| > -r^{\lambda + \varepsilon} > -r^{\rho + \varepsilon}
\]
on circles \( |z| = r \) of arbitrarily large radius. Combining these two inequalities, we see that

\[
\text{Re} \, g(z) = \log \left| \frac{f(z)}{z^n P(z)} \right| < 2r^{\rho + \varepsilon}
\]
on a sequence of circles \( |z| = r_n \) with \( r_n \to \infty \). Since \( g(z) \) is entire, the Borel–Carathéodory inequality (see Titchmarsh [1939, p. 174]) shows that

\[
|g(z)| = O(r^{\rho + \varepsilon})
\]
on the same sequence of circles \( |z| = r_n \). Conclusion: \( g(z) \) is a polynomial of degree at most \( \rho + \varepsilon \) (see the Remark following Theorem 4). Since \( \varepsilon \) was arbitrary, the result follows.

\textbf{Remarks}

1. \( \rho = \max(\lambda, \deg g) \).

Indeed, we now know that both \( \lambda \) and the degree of \( g(z) \) do not exceed \( \rho \), so that \( \max(\lambda, \deg g) \leq \rho \). But the order of a product of two entire functions cannot exceed the larger of the orders of the factors (Problem 6, Section 3). Since \( z^n P(z) \) is of order \( \lambda \) and \( e^{\rho(z)} \) is of order equal to the degree of \( g(z) \), we have \( \rho \leq \max(\lambda, \deg g) \), and the result follows.

2. If \( \rho \) is not an integer, then \( \lambda = \rho \) (for in this case the degree of \( g(z) \) is strictly smaller than \( \rho \)), and hence the form of the canonical product is uniquely determined: the genus \( p \) is equal to \( \lfloor \rho \rfloor \). If, on the other hand, \( \rho \) is an integer, then there is an ambiguity: \( p \) may be equal to \( \rho \) or \( \rho - 1 \). For example, the canonical products

\[
\prod_{n=1}^{\infty} \left( 1 - \frac{z}{n} \right)^{e^{\varepsilon/n}} \quad \text{and} \quad \prod_{n=2}^{\infty} \left( 1 - \frac{z}{n \log n} \right)^2
\]

are both of order 1, but of different genus.
The following impressive corollary is a direct consequence of Hadamard's theorem.

**Corollary.** An entire function of nonintegral order assumes every finite value infinitely many times.

**Proof.** Since \( f(z) \) and \( f(z) - c \) have the same order for each constant \( c \), it is enough to show that an entire function of nonintegral order has infinitely many zeros. But this is immediate from Remark 2 above since, in this case, the exponent of convergence must be positive. ■

**Example 1.** Consider the entire function

\[
f(z) = \frac{\sin \pi \sqrt{z}}{\pi \sqrt{z}}.
\]

It is of order \( \rho = \frac{1}{2} \) and has a simple zero at \( z = n^2 \) \((n = 1, 2, 3, \ldots)\). Therefore, by Hadamard's theorem,

\[
f(z) = c \prod_{n=1}^{\infty} \left(1 - \frac{z}{n^2}\right).
\]

Since \( f(0) = 1 \), it follows that \( c = 1 \). Observe that when \( z \) is replaced by \( z^2 \), we obtain the familiar formula

\[
\frac{\sin \pi z}{\pi z} = \prod_{n=1}^{\infty} \left(1 - \frac{z^2}{n^2}\right).
\]

**Example 2.** The **gamma function** \( \Gamma(z) \) is defined by the formula

\[
\frac{1}{\Gamma(z)} = z^{\gamma} e^z \prod_{n=1}^{\infty} \left(1 + \frac{z}{n}\right)e^{-z/n},
\]

where \( \gamma \) is Euler's constant,

\[
\gamma = \lim_{n \to \infty} \left(1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n} - \log n\right).
\]

It is clear that \( \Gamma(z) \) is meromorphic in the entire plane and has simple poles at \( z = 0, -1, -2, \ldots \). The constant \( \gamma \) appearing in the exponent is
chosen so that $\tilde{\Gamma}(1) = 1$. To see this, simply observe that

$$
\prod_{n=1}^{\infty} \left(1 + \frac{1}{n}\right) e^{-1/n} = \lim_{N \to \infty} \prod_{n=1}^{N} \left(1 + \frac{1}{n}\right) e^{-1/n} = \lim_{N \to \infty} (N + 1) e^{-\sum_{n=1}^{N} 1/n} = e^{-\gamma}.
$$

Let us put

$$P(z) = \prod_{n=1}^{\infty} \left(1 + \frac{z}{n}\right) e^{-z/n}.
$$

Then $P(z - 1)$ is an entire function of order 1 and has (simple) zeros at $z = 0, -1, -2, \ldots$. By Hadamard's theorem, we can write

$$P(z - 1) = ze^{Az + B} P(z).
$$

The values of $A$ and $B$ are easily determined. Taking the logarithmic derivative of both sides, we obtain

$$
\sum_{n=1}^{\infty} \left(\frac{1}{z + 1/n} - \frac{1}{n}\right) = \frac{1}{z} + A + \sum_{n=1}^{\infty} \left(\frac{1}{z + n} - \frac{1}{n}\right),
$$

which reduces to $A = 0$. Setting $z = 1$, we find

$$1 = P(0) = e^{B} P(1) = e^{B} e^{-\gamma},
$$

so that $e^{B} = e^{\gamma}$, and hence

$$P(z - 1) = ze^{\gamma} P(z).
$$

It follows readily from this that $\Gamma(z)$ satisfies the difference equation

$$\Gamma(z + 1) = z \Gamma(z).
$$

Since $\Gamma(1) = 1$, repeated application of the formula above shows that

$$\Gamma(n) = (n - 1)!
$$

for every positive integer $n$. Thus, $\Gamma(z)$ is an extension of the factorial function to nonintegral values of the argument.
From the relation

\[ P(z)P(-z) = \frac{\sin \pi z}{\pi z}, \]

we derive the important identity

\[ \Gamma(z)\Gamma(1-z) = \frac{\pi}{\sin \pi z}. \]

Problems

1. Use Hadamard’s theorem to determine the canonical factorization of \( \cos \sqrt{z} \).

2. Show that

\[ \cos \frac{\pi z}{4} - \sin \frac{\pi z}{4} = (1 - z) \left( 1 + \frac{z}{3} \right) \left( 1 - \frac{z}{5} \right) \ldots. \]

3. Let \( f(z) \) be an entire function of finite order \( \rho \), with zeros \( z_1, z_2, z_3, \ldots \) other than \( z = 0 \). Let \( p \) be a nonnegative integer such that

\[ \sum_{n=1}^{\infty} \frac{1}{|z_n|^{p+1}} < \infty, \]

and write

\[ f(z) = z^m e^{g(z)} \prod_{n=1}^{\infty} E \left( \frac{z}{z_n^p} \right). \]

(Note that the product is not necessarily a canonical product.) Does it still follow that \( g(z) \) is a polynomial?

4. Prove: if \( f(z) \) is an entire function of finite order \( \rho \), but not identically zero, then for each \( \varepsilon > 0 \),

\[ |f(z)| > e^{-\rho^2 + \varepsilon} \]

on circles \( |z| = r \) of arbitrarily large radius.

5. Show that \( \Gamma(\frac{1}{2}) = \sqrt{\pi} \).
6. Show that
\[\Gamma\left(n + \frac{1}{2}\right) = \frac{1 \cdot 3 \cdot 5 \cdots (2n - 1)}{2^n} \sqrt{\pi} \quad (n = 1, 2, 3, \ldots).\]

7. Show that
\[\prod_{n=1}^{\infty} \left(1 - \frac{1}{2n}\right) e^{1/2n} = \sqrt{e^{\gamma}/\pi}.\]

(Hint: Put \(f(z) = \Gamma'(z)/\Gamma(z)\). Show that
\[f'(z) + f'(z + \frac{1}{2}) = 2f'(2z),\]
and then integrate.)

8. Prove that
\[\frac{d}{dz} \left(\frac{\Gamma'(z)}{\Gamma(z)}\right) = \sum_{n=0}^{\infty} \frac{1}{(z + n)^2}.\]

9. Establish Legendre's duplication formula,
\[\sqrt{\pi} \Gamma(2z) = 2^{2z-1} \Gamma(z) \Gamma(z + \frac{1}{2}).\]

10. Show that \(1/\Gamma(z)\) is not of exponential type. (Hint: Use Stirling's formula to show that \(\log M(r) \sim r \log r\) as \(r \to \infty\).)

11. Prove Laguerre's theorem: if \(f(z)\) is a nonconstant entire function, real for real \(z\), of order less than 2, and with real zeros only, then (1) the zeros of \(f'(z)\) are also real and (2) \(f'(z)\) vanishes once and only once between successive zeros of \(f(z)\). (Hint: For the first assertion, show that
\[\text{Im} \left(\frac{f'(z)}{f(z)}\right) = 0 \quad \text{only when} \quad \text{Im} \ z = 0.\]

For the second, show that
\[\frac{d}{dz} \left(\frac{f'(z)}{f(z)}\right) < 0 \quad \text{when} \quad \text{Im} \ z = 0.\]
PART TWO. RESTRICTIONS ALONG A LINE

For the remainder of this chapter we shall be concerned mainly with the class of entire functions of exponential type. Our primary aim is to characterize those functions of this class that belong to $L^2$ along the real axis. These functions play an important role in both the theory and applications of entire functions.

If an entire function of exponential type is known to satisfy additional growth conditions along a line, then more can be asserted about its growth in general and hence about the distribution of its zeros. We shall show, for example, that boundedness on one line carries with it boundedness on every parallel line; a similar assertion is true for functions belonging to $L^n$ on a given line. These results are in marked contrast with the behavior of entire functions in general, about which such assertions are not universally true.

We begin by establishing a far-reaching generalization of the maximum modulus principle.

1 The "Phragmén–Lindelöf" Method

Theorems that come under this collective heading establish the boundedness of an analytic function inside an infinite region, given that the function is known to be bounded on the boundary and not of too rapid growth inside. The fundamental result is that in which the unbounded region is an infinite sector.

**Theorem 10 (Phragmén–Lindelöf).** Let $f(z)$ be continuous on a closed sector of opening $\pi/\alpha$ and analytic in the open sector. Suppose that on the bounding rays of the sector,

$$|f(z)| \leq M,$$

and that for some $\beta < \alpha$,

$$|f(z)| \leq e^{\beta r}$$

whenever $z$ lies inside the sector and $|z| = r$ is sufficiently large. Then $|f(z)| \leq M$ throughout the sector.

**Proof.** We can suppose without loss of generality that the given sector
is symmetric with respect to the positive real axis and has its vertex at the origin. We introduce the auxiliary function

$$g(z) = e^{-\varepsilon z^\gamma} f(z),$$

where $\beta < \gamma < \alpha$ and $\varepsilon > 0$. Here $z^\gamma$ denotes that single-valued analytic branch of the multiple-valued function $z^\gamma = \exp(\gamma \log z)$ that takes positive values for positive real $z$. Setting $z = re^{i\theta}$, we have

$$|g(z)| = e^{-r\gamma \cos \gamma \theta} |f(z)|.$$

On the bounding rays of the sector, $\cos \gamma \theta$ is positive, and hence

$$|g(z)| \leq |f(z)| \leq M.$$

On the arc $|\theta| \leq \pi/2\alpha$ of the circle $|z| = r$,

$$|g(z)| \leq e^{-r\gamma \cos \gamma \pi/2\alpha} |f(z)|$$

as soon as $r$ is sufficiently large. But this last expression approaches zero as $r \to \infty$, so that, if $r$ is sufficiently large, $|g(z)| \leq M$ on this arc also. By the maximum modulus principle, $|g(z)| \leq M$ throughout that part of the sector for which $|z| \leq r$ and hence throughout the entire sector since $r$ can be made arbitrarily large. Therefore, we conclude that

$$|f(z)| \leq Me^{r|z|^\gamma}$$

everywhere within the sector. Since $\varepsilon$ was arbitrary, the result follows. $\blacksquare$

The theorem is sharp in the sense that the conclusion is no longer valid when $\beta = \alpha$. Indeed, we need only consider the function

$$f(z) = e^{z^\alpha} \quad \text{for} \quad |\arg z| \leq \pi/2\alpha;$$

$f(z)$ is bounded on the rays of the sector but certainly not in the interior.

**Corollary.** An entire function of order less than one that is bounded on a line must reduce to a constant.

We can now prove that an entire function of exponential type that is
bounded on a line must be bounded on every parallel line. There is no loss of generality in supposing that the given line is the real axis.

**Theorem 11.** Let \( f(z) \) be an entire function such that

\[
|f(z)| \leq Ae^{B|z|}
\]

for all values of \( z \) and

\[
|f(x)| \leq M
\]

for all real values of \( x \). Then

\[
|f(x + iy)| \leq Me^{B|y|}.
\]

**Proof.** Suppose first that \( y > 0 \). Let \( \varepsilon \) be an arbitrary positive number and put

\[
g(z) = e^{i(B + \varepsilon)z}f(z).
\]

Then

\[
|g(x)| = |f(x)| \leq M
\]

for all real \( x \), while

\[
g(iy) \to 0 \quad \text{as} \quad y \to \infty.
\]

Let \( N \) denote the maximum value of \( |g(z)| \) on the nonnegative imaginary axis. The Phragmén–Lindelöf theorem, applied separately to the first and second quadrants, shows that

\[
|g(z)| \leq \max(N, M)
\]

throughout the upper half-plane. A simple application of the maximum modulus principle then shows that \( N \leq M \), and hence

\[
|g(z)| \leq M \quad \text{whenever} \quad \text{Im} \ z > 0.
\]

Therefore,

\[
|f(z)| \leq e^{(B + \varepsilon)y}|g(z)| \leq Me^{(B + \varepsilon)y}
\]
throughout the upper half-plane, and the result follows by letting $\varepsilon \to 0$.

The case in which $y < 0$ can be reduced to the first case by considering $f(-z)$. ■

We note that the theorem is sharp in the sense that neither $B$ nor $M$ can be replaced by any smaller constant in the conclusion—simply consider $f(z) = \sin z$. We note also that the conclusion holds under the apparently weaker assumption that $f(z)$ is an entire function of exponential type at most $B$. For in this case we have

$$|f(z)| \leq A(\rho)e^{(B+\varepsilon)|z|}$$

for each positive number $\varepsilon$ and all values of $z$, and consequently

$$|f(x + iy)| \leq Me^{(B+\varepsilon)|y|}.$$

Now let $\varepsilon \to 0$.

Theorem 11 shows that an entire function $f(z)$ of exponential type that is bounded on the real axis is in fact “uniformly bounded” in every horizontal strip. If, in addition, we know that $f(x) \to 0$ as $|x| \to \infty$, then more can be asserted.

**Theorem 12.** If $f(z)$ is an entire function of exponential type and if

$$f(x) \to 0 \quad \text{as} \quad |x| \to \infty,$$

then

$$f(x + iy) \to 0 \quad \text{as} \quad |x| \to \infty$$

uniformly in every horizontal strip.

**Proof.** Since $f(z)$ is uniformly bounded in every horizontal strip, the result is an immediate consequence of Montel’s theorem (see Titchmarsh [1939, p. 170]). ■

The Fourier–Stieltjes integrals

$$\int_{-\tau}^{\tau} e^{itz} d\omega(t),$$
where $\omega(t)$ is a function of bounded variation on the interval $[-\tau, \tau]$, provide a large class of examples of entire functions of exponential type (no larger than $\tau$) that are bounded on the real axis. Special cases include the "almost periodic" exponential sums

$$\sum_n c_n e^{i\lambda_n z},$$

with $-\tau \leq \lambda_n \leq \tau$ and $\sum |c_n| < \infty$, as well as the integrals

$$\int_{-\tau}^{\tau} e^{itz} f(t) \, dt,$$

with $\int_{-\tau}^{\tau} |f(t)| \, dt < \infty$.

The totality $B_\tau$ of all entire functions $f(z)$ of exponential type at most $\tau$ that are bounded on the real axis, together with the norm

$$\|f\| = \sup_{-\infty < x < \infty} |f(x)|,$$

constitutes one of the important classical Banach spaces of entire functions. That $B_\tau$ is a vector space (under pointwise addition and scalar multiplication) is clear; that it is a Banach space is an easy consequence of Theorem 11.

The space $B_\tau$ was first considered by Bernstein. The following remarkable theorem is due to him: if $f(\zeta) \in B_\tau$, then

$$\|f'\| \leq \tau \|f\|;$$

moreover, equality can hold only for functions of the form

$$f(\zeta) = \alpha e^{iz\zeta} + \beta e^{-iz\zeta},$$

where $\alpha$ and $\beta$ are constants. Bernstein's inequality, as the aforementioned result is known, plays an important role in the theory of approximation of continuous functions (see Akhiezer [1956]; see also Problems 12 and 13 and Example 2 of Section 4 for a proof of Bernstein's inequality).

### Problems

1. Let $f(z)$ be continuous in the closed square $[-1, 1] \times [-1, 1]$ and analytic in the interior. Suppose that on each bounding edge $S_i$,
(i = 1, 2, 3, 4) we have

\[ |f(z)| \leq M_i \quad \text{whenever } z \in S_i. \]

Prove that \( |f(0)| \leq (M_1 M_2 M_3 M_4)^{1/4}. \)

2. Prove that the conclusion of Theorem 10 still holds if we are only given

\[ f(z) = O(e^{\varepsilon r}) \]

for each \( \varepsilon > 0 \), uniformly in the sector. (Hint: Consider the function \( e^{-\varepsilon z^2} f(z) \).)

3. Prove that an entire function of exponential type zero that is bounded on a line must reduce to a constant.

4. Prove that an entire function of order \( \rho < \frac{1}{2} \) that is bounded on a ray must reduce to a constant.

5. Prove that an entire function of exponential type that is bounded on two nonparallel lines must reduce to a constant.

6. Let \( f(z) \) be continuous in a closed sector and analytic and bounded in its interior. Prove that if \( f(z) \to a \) as \( z \to \infty \) along the bounding rays of the sector, then \( f(z) \to a \) uniformly in the sector. (Hint: Suppose first that \( |\arg z| \leq \varepsilon < \pi/2 \) and consider the function \( (z/(z + \lambda)) f(z) \), with \( \lambda > 0 \).)

7. Let \( f(z) \) be continuous in a closed sector and analytic and bounded in its interior. Suppose that \( f(z) \to a \) as \( z \to \infty \) along one of the bounding rays, while \( f(z) \to b \) as \( z \to \infty \) along the other. Prove that \( a = b \). (Hint: Consider the function \( (f(z) - \frac{1}{2}(a + b))^2 \).)

8. Let \( f(z) \) be analytic in an open connected set \( \Omega \). Suppose that for each boundary point of \( \Omega \) and each \( \varepsilon > 0 \) there exists a neighborhood such that at every point \( z \) of \( \Omega \) in this neighborhood one has

\[ |f(z)| < M + \varepsilon. \]

Prove that \( |f(z)| \leq M \) throughout \( \Omega \) (in fact, unless \( f(z) \) is a constant, \( |f(z)| < M \)).

9. Let \( f(z) \) be analytic and bounded in the right half-plane \( \Re z > 0 \). Prove that if \( z_1, z_2, z_3, \ldots \) are the zeros of \( f(z) \) in this half-plane, then the series

\[
\sum_{n=1}^{\infty} \Re \left( \frac{1}{z_n} \right)
\]
is convergent. *(Hint: Prove that if \( |f(z)| \leq M \) whenever \( \Re z > 0 \), then the stronger inequality

\[
|f(z)| \leq \left| \frac{z_1 - z \ldots z_n - z}{\bar{z}_1 + \bar{z} \ldots \bar{z}_n + \bar{z}} \right| M
\]

holds for \( \Re z > 0 \).)*

10. Prove that if \( f(z) \) is an entire function of exponential type, bounded on the real axis, and if \( z_1, z_2, z_3, \ldots \) are its zeros other than \( z = 0 \), then

\[
\sum_{n=1}^{\infty} \left| \frac{\operatorname{Im} \frac{1}{z_n}}{-z_n} \right| < \infty.
\]

*(Hint: Use the result of Problem 9.)*

11. Use Cauchy's integral formula to show that if \( f(z) \) is an entire function of exponential type that is bounded on the real axis, then \( f'(z) \) is also bounded on the real axis.

12. Prove Bernstein's inequality for functions of the form

\[
f(z) = \int_{-\pi}^{\pi} e^{itz} d\omega(t),
\]

where \( \omega(t) \) is of bounded variation on the interval \([-\pi, \pi]\). *(Hint: Use the relations

\[
f'(z) = \int_{-\pi}^{\pi} ite^{itz} d\omega(t)
\]

and

\[
nte^{-it/2} = \frac{4}{\pi} \sum_{n=-\infty}^{\infty} \frac{(-1)^n}{(2n+1)^2} e^{int} \quad \text{for} \quad |t| \leq \pi,
\]

to show that

\[
f'(x) = \frac{4}{\pi} \sum_{n=-\infty}^{\infty} \frac{(-1)^n}{(2n+1)^2} f(x + n + \frac{1}{2}).
\]

13. *(Bernstein)* If \( f(t) = \sum_{n=-N}^{N} c_ne^{int} \) is a trigonometric polynomial of
degree $N$ and if $M$ is the maximum value of $|f(t)|$ (t real), then

$$|f'(t)| \leq MN$$

for all real values of $t$.

2 Carleman's Formula

Jensen's formula provides a simple relation between the modulus of an analytic function on a circle and the distribution of its zeros inside the circle. If additional information is available on the growth of the function along a line, then Carleman's formula is of fundamental importance.

**Theorem 13 (Carleman).** Let $f(z)$ be analytic for $\text{Im } z \geq 0$ and let $z_k = r_k e^{i\theta_k}$ ($k = 1, \ldots, n$) be its zeros in the region

$$\Omega = \{z : \text{Im } z \geq 0 \text{ and } 1 \leq |z| \leq R\}.$$

Then

$$\sum_{k=1}^{n} \left( \frac{1}{r_k} - \frac{r_k}{R^2} \right) \sin \theta_k = \frac{1}{\pi R} \int_0^\pi \log |f(Re^{i\theta})| \sin \theta \, d\theta$$

$$+ \frac{1}{2\pi} \int_{-R}^R \left( \frac{1}{x^2} - \frac{1}{R^2} \right) \log |f(x)f(-x)| \, dx + A(R),$$

where $A(R)$ is a bounded function of $R$.

**Proof.** Suppose to begin with that $f(z)$ has no zeros lying on $\partial \Omega$ (the boundary of $\Omega$). We consider the contour integral

$$I = \frac{1}{2\pi i} \oint_{\partial \Omega} \left( \frac{1}{z^2} - \frac{1}{R^2} \right) \log f(z) \, dz,$$

where $\partial \Omega$ is assumed to be positively oriented and the integration begins at $z = 1$ with a fixed determination of the logarithm.
The method of proof is to evaluate \( I \) in two different ways and then equate the results. First

\[
I = \frac{1}{2\pi i} \int_{\partial \Omega} \frac{dz}{z} \left( \left( \frac{z}{R^2} + \frac{1}{z} \right) \log f(z) \right) dz - \frac{1}{2\pi i} \int_{\partial \Omega} \frac{f'(z)}{f(z)} \left( \frac{z}{R^2} + \frac{1}{z} \right) dz.
\]

As we make one complete passage over the contour \( \partial \Omega \), \( \log f(z) \) increases by \( 2\pi in \) (recall that \( n \) is the number of zeros of \( f(z) \) inside \( \partial \Omega \)), so that the first integral on the right-hand side is equal to

\[
n \left( \frac{1}{R^2} + 1 \right).
\]

The second integral is easily evaluated by the residue theorem—this gives

\[
I = n \left( \frac{1}{R^2} + 1 \right) + \sum_{k=1}^{n} \left( \frac{z_k}{R^2} + \frac{1}{z_k} \right).
\]

Next, we evaluate \( I \) by integrating separately over each component of \( \partial \Omega \). On the positive real axis, we obtain

\[
\frac{1}{2\pi i} \int_{1}^{R} \left( \frac{1}{x^2} - \frac{1}{x^2} \right) \log f(x) \, dx,
\]

and on the negative real axis,

\[
\frac{1}{2\pi i} \int_{-R}^{-1} \left( \frac{1}{x^2} - \frac{1}{x^2} \right) \log f(x) \, dx;
\]

on the large semicircle, \( z = Re^{i\theta} \), and we obtain

\[
\frac{i}{nR} \int_{0}^{\pi} \log(f(Re^{i\theta})) \sin \theta \, d\theta;
\]

and, finally, on the small semicircle, we obtain a bounded function of \( R \). The result now follows by equating the imaginary parts of both values of \( I \).

The restriction that \( f(z) \) be free of zeros on the contour can be eliminated by a simple continuity argument. The details are left to the reader.

An entire function \( f(z) \) of exponential type \( \tau > 0 \) that is bounded on the real axis is in many ways similar to \( \sin \tau z \). It is clear, for example, that
$f(z)$ must have an infinite number of zeros. Reason: By Hadamard's factorization theorem,

$$f(z) = z^m e^{az+b} \prod_{n=1}^{\infty} \left(1 - \frac{z}{z_n}\right) e^{z/z_n},$$

if the product were finite, then $f(z)$ could not remain bounded on the real axis without reducing to a constant.

It is a simple consequence of Carleman's formula that the zeros of $f(z)$ must cluster about the real axis. Specifically, we have the following result (cf. Problem 10, Section 1).

**Theorem 14.** If $f(z)$ is an entire function of exponential type, bounded on the real axis, and if $z_n = r_n e^{i\theta_n}$ ($n = 1, 2, 3, \ldots$) are the zeros of $f(z)$ other than $z = 0$, then the series

$$\sum_{n=1}^{\infty} \frac{\sin \theta_n}{r_n}$$

is absolutely convergent.

**Proof.** Since $|f(x)|$ is bounded on the real axis, the integrals

$$\int_{1}^{R} \left(\frac{1}{x^2} - \frac{1}{R^2}\right) \log |f(x)f(-x)| \, dx$$

have a finite upper bound for all values of $R > 1$. In addition, since $f(z)$ is of exponential type, there is a constant $K$ such that

$$\log |f(Re^{i\theta})| \leq KR,$$

as soon as $R$ is sufficiently large, so that

$$\frac{1}{\pi R} \int_{0}^{\pi} \log |f(Re^{i\theta})| \sin \theta \, d\theta \leq \frac{2K}{\pi}.$$

Applying Carleman's formula to $f(z)$ in the upper and lower half-planes and then adding the result, we conclude that

$$\sum_{r_n < R} \left(1 - \frac{r_n^2}{R^2}\right) \frac{\sin \theta_n}{r_n} < A.$$
for some constant $A$ and all large values of $R$. But this implies that

$$\sum_{r_n < R/2} \left(1 - \frac{1}{4} \right) \frac{|\sin \theta_n|}{r_n} < A,$$

and the result follows by letting $R \to \infty$. □

Let us write the conclusion of Theorem 14 as follows:

$$\sum_{n=1}^{\infty} \left| \text{Im} \frac{1}{z_n} \right| < \infty.$$

Then, for each positive number $\varepsilon$, the zeros $z_{n_\varepsilon}$ of $f(z)$ that lie outside the sectors $|\arg z| < \varepsilon$ and $|\arg z - \pi| < \varepsilon$ must satisfy

$$\sum_{k=1}^{\infty} \frac{1}{|z_{n_\varepsilon}|} < \infty.$$

Now, it can be shown that if $f(z)$ is of exponential type $\tau > 0$ and bounded on the real axis, then the set consisting of all its zeros has a "density" equal to $2\tau/\pi$, i.e.,

$$\lim_{r \to \infty} \frac{n(r)}{r} = \frac{2\tau}{\pi}$$

(this is hard; see, for example, Levinsou [1940, Chap. III]). Accordingly,

$$\sum_{n=1}^{\infty} \frac{1}{|z_n|} = \infty,$$

and hence "most" of the zeros of $f(z)$ lie "near" the real axis.

Theorem 14 may be reformulated as a uniqueness theorem: an entire function of exponential type that is bounded on the real axis is completely determined by its values on any set for which $\sum |\text{Im} 1/z_n| = \infty$. As an application, we shall prove the following completeness theorem for systems of complex exponentials in $C[a, b]$.

**Theorem 15.** If $\{\lambda_n\}$ is a sequence of distinct complex numbers for which $|\arg \lambda_n - \pi/2| \leq L < \pi/2$ and if

$$\sum_{n=1}^{\infty} \frac{1}{|\lambda_n|} = \infty,$$
then the system \( \{e^{2\pi i n^2}\} \) is complete in \( C[a, b] \) for every finite interval \( [a, b] \).

**Proof.** We argue by contradiction. If the system failed to be complete in \( C[a, b] \) for some interval \( [a, b] \), then by virtue of the Riesz representation theorem we could find an entire function \( f(z) \) of the form

\[
f(z) = \int_a^b e^{itz} \, d\omega(t),
\]

with \( \omega(t) \) of bounded variation on \( [a, b] \), such that \( f(z) \) vanishes at every \( \lambda_n \) but does not vanish identically. According to Theorem 14, the series

\[
\sum_{n=1}^{\infty} \text{Im} \frac{1}{\lambda_n}
\]

is absolutely convergent. But

\[
\sum_{n=1}^{\infty} \left| \text{Im} \frac{1}{\lambda_n} \right| \geq \cos L \sum_{n=1}^{\infty} \frac{1}{|\lambda_n|} = \omega,
\]

and the contradiction proves the theorem. \( \blacksquare \)

By choosing the \( \lambda_n \) to be purely imaginary, we obtain at once the following version of Müntz's theorem on polynomial approximation.

**Corollary (Müntz).** If \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) is an increasing sequence of positive real numbers such that

\[
\sum_{n=1}^{\infty} \frac{1}{\lambda_n} = \infty,
\]

then the set of powers

\[
\{t^{\lambda_1}, t^{\lambda_2}, t^{\lambda_3}, \ldots\}
\]

is complete in \( C[a, b] \) whenever \( 0 < a < b \).

**Problems**

1. Establish the following version of Carleman's theorem: if \( f(z) \) is an-
alytic for $\text{Im } z \geq 0$, if $z_1, \ldots, z_n$ are its zeros in the region $\{z : |z| < R, \text{Im } z > 0\}$, and if $f(0) = 1$, then

$$\sum_{k=1}^{n} \left( \frac{1}{r_k} - \frac{r_k}{R^2} \right) \sin \theta_k = \frac{1}{\mu R} \int_{0}^{\pi} \log|f(Re^{i\theta})| \sin \theta \, d\theta$$

$$+ \frac{1}{2\pi} \int_{0}^{R} \left( \frac{1}{x^2} - \frac{1}{R^2} \right) \log|f(x)f(-x)| \, dx + \frac{1}{2} \text{Im } f'(0).$$

2. Show that Theorem 13 remains valid if $f(z)$ is analytic for $\text{Im } z > 0$ and continuous for $\text{Im } z \geq 0$.

3. Let $f(z)$ be an entire function of exponential type and suppose that

$$\int_{1}^{R} \frac{\log|f(x)f(-x)|}{x^2} \, dx < M$$

for some constant $M$ and all values of $R > 1$. Prove that if $z_1, z_2, z_3, \ldots$ are the zeros of $f(z)$ other than $z = 0$, then

$$\sum_{n=1}^{\infty} \left| \text{Im } \frac{1}{z_n} \right| < \infty.$$

(*Hint: Set

$$g(x) = \int_{1}^{x} \frac{\log|f(t)f(-t)|}{t^2} \, dt$$

and integrate by parts.)*

4. Let $f(z)$ be analytic for $\text{Re } z \geq 0$ and suppose that for some positive number $a$,

$$f(z) = O(e^{-a|z|}) \quad \text{as } z \to \infty,$$

uniformly in the sector. Show that $f(z)$ is identically zero. (*Hint: Consider the function $g(z) = f(z)\sin bz$, where $0 < b < a$.*

5. Let

$$f(z) = \int_{a}^{b} e^{zt} \phi(t) \, dt,$$
where $\phi(t)$ is a real integrable function on $[a, b]$. Show that if $z_1, z_2, z_3, \ldots$ are the zeros of $f(z)$ other than $z = 0$, then

$$\sum_{n=1}^{\infty} \left| \text{Re} \left( \frac{1}{z_n} \right) \right| < \infty.$$ 

(Hint: Show that $e^{az} f(z)$ is bounded for $\text{Re} \ z \leq 0$ and $e^{-bz} f(z)$ is bounded for $\text{Re} \ z \geq 0$.)

6. (a) Show that Müntz’s theorem need not hold if $a < 0$.
(b) Prove that the set $\{1, t^{\lambda_1}, t^{\lambda_2}, \ldots\}$ is complete in $C[0, 1]$ whenever $\{\lambda_n\}$ is an increasing sequence of positive numbers for which $\sum 1/\lambda_n = \infty$. (Hint: First show that the set $\{t^{\lambda_1}, t^{\lambda_2}, t^{\lambda_3}, \ldots\}$ is complete in $L^2[0, 1]$ by considering the function

$$\int_{0}^{1} t^x \phi(t) \, dt,$$

where $\phi \in L^2[0, 1]$ and $\text{Re} \ z \geq 0$. Complete the proof by observing that for $0 \leq t \leq 1$ and $n = 1, 2, 3, \ldots$,

$$|t^n - \sum c_i t^{\lambda_i}| = n \left| \int_{0}^{t} (x^{n-1} - \sum d_i x^{\lambda_i-1}) \, dx \right|$$

$$\leq n \left( \int_{0}^{1} \left| x^{n-1} - \sum d_i x^{\lambda_i-1}\right|^2 \, dx \right)^{1/2}.$$

3 Integrability on a Line

In this section we shall prove that an entire function of exponential type that belongs to $L^p$ along the real axis must also belong to $L^p$ along every line parallel to the real axis. In fact, much more is true.

**Theorem 16 (Plancherel–Pólya).** If $f(z)$ is an entire function of exponential type $\tau$ and if for some positive number $p$,

$$\int_{-\infty}^{\infty} |f(x)|^p \, dx < \infty,$$
then
\[ \int_{-\infty}^{\infty} |f(x + iy)|^p \, dx \leq \varepsilon^{p|y|} \int_{-\infty}^{\infty} |f(x)|^p \, dx. \]

Plancherel and Pólya [1938] have given an "elementary" proof of Theorem 16 based on the Phragmén Lindelöf method, and it is this proof that we reproduce here. The proof will require two preliminary lemmas.

Let \( g(z) \) be continuous in the closed upper half-plane, \( \text{Im} \, z \geq 0 \), analytic in the interior, and suppose that \( g(z) \) does not reduce to a constant. Let \( a \) and \( p \) be positive real numbers and put
\[ G(z) = \int_{-a}^{a} |g(z + t)|^p \, dt. \]

It is clear that \( G(z) \) is defined and continuous for \( \text{Im} \, z \geq 0 \). Since \( |g(z)|^p \) is subharmonic for \( \text{Im} \, z > 0 \) (see Rudin [1966, p. 329]), so is \( G(z) \).

**Lemma 1.** Let \( g(z) \) be of exponential type in the half-plane \( \text{Im} \, z \geq 0 \) and suppose that the following quantities are both finite:
\[ M = \sup_{-\infty < x < \infty} G(x) \quad \text{and} \quad N = \sup_{y > 0} G(iy). \]

Then throughout this half-plane,
\[ G(z) \leq \max(M, N). \]

**Proof.** Since \( g(z) \) is of exponential type, there exist positive numbers \( A \) and \( B \) such that
\[ |g(\tau)| \leq A e^{B|\tau|} \quad \text{for} \quad \text{Im} \, \tau \geq 0. \] (1)

For each positive number \( \varepsilon \) define the auxiliary function
\[ g_\varepsilon(z) = g(z) e^{-\varepsilon y} \quad \text{where} \quad \lambda = e^{-\pi y / 4}. \] (2)

The exponent of \( e \) appearing in (2) has two possible determinations in the half-plane \( \text{Im} \, z > 0 \); we choose the one whose real part is negative in the quarter-plane \( x > -a, \, y \geq 0 \). Put
\[ G_\varepsilon(z) = \int_{-a}^{a} |g_\varepsilon(z + t)|^p \, dt, \]
which is then defined and continuous in the upper half-plane \( \text{Im} \, z \geq 0 \), and subharmonic in the interior. A simple calculation involving (1) and (2) shows that in the quarter plane \( x > -a, \, y \geq 0 \),

\[
|g_\varepsilon(z)| \leq A e^{B|z| - \gamma|z + a|^{3/2}},
\]

where \( \gamma = \cos 3\pi/8 \), and

\[
|g_\varepsilon(z)| \leq |g(z)|.
\]

Hence

\[
G_\varepsilon(z) \leq G(z) \quad \text{for} \quad x \geq 0, \; y \geq 0,
\]

and in particular

\[
G_\varepsilon(x) \leq M \quad \text{for} \quad x \geq 0 \quad \text{and} \quad G_\varepsilon(iy) \leq N \quad \text{for} \quad y \geq 0.
\]

Let \( z_0 \) be a fixed but arbitrary point in the first quadrant. We shall apply the maximum principle to \( G_\varepsilon(z) \) in the region \( \Omega = \{ z : \text{Re} \, z \geq 0, \text{Im} \, z \geq 0, |z| \leq R \} \), choosing \( R \) large enough so that (i) \( z_0 \in \Omega \), and (ii) the maximum value of \( G_\varepsilon(z) \) on \( \Omega \) is not attained on the circular arc \( |z| = R \) (this is possible by virtue of (3)). Since \( G_\varepsilon(z) \) does not reduce to a constant, the maximum value of \( G_\varepsilon(z) \) on \( \Omega \) must be attained on one of the coordinate axes, and hence, in particular,

\[
G_\varepsilon(z_0) \leq \max(M, N).
\]

Now let \( \varepsilon \to 0 \). This establishes the result for the first quadrant; the proof for the second quadrant is the same.

\[\square\]

**Lemma 2.** In addition to the hypotheses of Lemma 1, suppose that

\[
\lim_{y \to \infty} g(x + iy) = 0 \tag{4}
\]

uniformly in \( x \), for \( -a \leq x \leq a \). Then

\[
G(z) \leq M \quad \text{whenever} \quad \text{Im} \, z \geq 0.
\]

**Proof.** It is sufficient to show that \( N \leq M \). By virtue of (4), we see that
the function \( G(iy) \) approaches zero as \( y \to \infty \), and so must attain its least upper bound \( N \) for some finite value of \( y \), say \( y = y_0 \). If \( y_0 = 0 \), then
\[
N = G(iy_0) = G(0) \leq M.
\]
If, on the other hand, \( y_0 > 0 \), then the maximum principle shows that the least upper bound of \( G(z) \) in the half-plane \( \text{Im} z \leq 0 \) cannot be attained at the interior point \( z = iy_0 \). Therefore, by Lemma 1,
\[
N = G(iy_0) < \max(M, N),
\]
and so \( N < M \).

Theorem 16 can now be established.

**Proof of Theorem 16.** It is sufficient to prove the theorem when \( y > 0 \) and \( f(z) \) is not identically zero. Let \( \varepsilon \) be a fixed positive number and consider the function
\[
g(z) = f(z)e^{i(\pi + \varepsilon)z}.
\]
It is a simple matter to verify that for each positive number \( a \), the functions \( g(z) \) and \( G(z) \) fulfill all of the necessary hypotheses of Lemmas 1 and 2. Consequently, if \( y > 0 \), then by Lemma 2
\[
G(iy) \leq M < \int_{-\infty}^{\infty} |g(x)|^p \, dx.
\]
This together with the definitions of \( g(z) \) and \( G(z) \) implies
\[
e^{-p(\pi + \varepsilon)y} \int_{-a}^{a} |f(x + iy)|^p \, dx < \int_{-\infty}^{\infty} |f(x)|^p \, dx.
\]
The proof is over: first let \( a \to \infty \), then let \( \varepsilon \to 0 \).

An important corollary to Theorem 16 asserts that \( f(x) \to 0 \) as \( |x| \to \infty \) whenever \( f(z) \) is of exponential type and belongs to \( L^p \) along the real axis. The next theorem will prove even more.

**Theorem 17.** Let \( f(z) \) be an entire function of exponential type \( \tau \) and sup-
pose that for some positive number \( p \),

\[
\int_{-\infty}^{\infty} |f(x)|^p \, dx < \infty.
\]

If \( \{\lambda_n\} \) is an increasing sequence of real numbers such that

\[
\lambda_{n+1} - \lambda_n \geq \varepsilon > 0,
\]

then

\[
\sum f(\lambda_n)^p \leq B \int_{-\infty}^{\infty} |f(x)|^p \, dx.
\]

where \( B \) is a constant that depends only on \( p, \tau, \) and \( \varepsilon \).

**Proof.** Since \( |f|^p \) is subharmonic, we know that the inequality

\[
|f(z_0)|^p \leq \frac{1}{2\pi} \int_0^{2\pi} |f(z_0 + re^{i\theta})|^p \, d\theta
\]  \hspace{1cm} (5)

holds for all values of \( r \) (see Rudin [1966, p. 329]), and hence that.

\[
|f(z_0)|^p \leq \frac{1}{\pi \delta^2} \int_{|z-z_0| \leq \delta} \int_{|z-z_0| \leq \delta} |f(z)|^p \, dx \, dy
\]

for every \( z_0 \) and every \( \delta > 0 \) (multiply both sides of (5) by \( r \) and integrate between 0 and \( \delta \)). Therefore,

\[
\int_{|z| \leq \delta} \int_{|z| \leq \delta} |f(\lambda_n + z)|^p \, dx \, dy
\]

\[
\leq \frac{1}{\pi \delta^2} \int_{-\delta}^{\delta} \int_{-\delta}^{\delta} |f(\lambda_n + x + iy)|^p \, dx \, dy
\]

\[
= \frac{1}{n \delta^2} \int_{-\delta}^{\delta} \int_{\lambda_n - \delta}^{\lambda_n + \delta} |f(x + iy)|^p \, dx \, dy.
\]
Take $\delta = \varepsilon/2$. Then the intervals $(\lambda_n - \delta, \lambda_n + \delta)$ are pairwise disjoint, and the last expression above is no larger than

$$
\frac{1}{\pi \delta^2} \int_{-\delta}^{\delta} \int_{-\infty}^{\infty} |f(x + iy)|^p \, dx \, dy.
$$

Applying Theorem 16, we conclude that

$$
\sum |f(\lambda_n)|^p \leq \frac{1}{\pi \delta^2} \int_{-\delta}^{\delta} \left( e^{p\pi|y|} \int_{-\infty}^{\infty} |f(x)|^p \, dx \right) \, dy
$$

$$
= B \int_{-\infty}^{\infty} |f(x)|^p \, dx,
$$

where $B = B(p, \delta, \varepsilon)$.

**Remark.** A sequence $\{\lambda_n\}$ of real or complex numbers is said to be *separated* if for some positive number $\varepsilon$,

$$
|\lambda_n - \lambda_m| \geq \varepsilon \quad \text{whenever} \quad n \neq m.
$$

The theorem is easily modified to allow for complex $\lambda_n$'s, provided they are separated and

$$
\sup_n |\text{Im} \lambda_n| < \infty.
$$

The details are left to the reader.

**Corollary.** If $f(z)$ is an entire function of exponential type and if

$$
\int_{-\infty}^{\infty} |f(x)|^p \, dx < \infty
$$

for some positive number $p$, then $f(x) \to 0$ as $|x| \to \infty$.

**Problems**

1. Give an example of an entire function that belongs to $L^1$ along the real axis but does not belong to $L^1$ along any other line.
2. Prove that if \( f(z) \) is an entire function of exponential type zero and 
\[ \int_{-\infty}^{\infty} |f(x)|^p \, dx < \infty \] 
for some positive value of \( p \), then \( f(z) \) is identically zero.

3. Verify the Remark following Theorem 17.

4. Prove: if \( f(z) \) is an entire function of exponential type \( \tau \) and
\[ \int_{-\infty}^{\infty} |f(x)|^p \, dx < \infty \]
for some positive value of \( p \), then
\[ |f(x + iy)| \leq Ce^{\delta y} \left( \int_{-\infty}^{\infty} |f(x)|^p \, dx \right)^{1/p}, \]
where \( C \) is a constant depending only on \( p \) and \( \tau \). (Hint: For every \( \delta > 0 \),
\[ |f(x + iy)|^p \leq \frac{1}{\pi\delta^2} \int_{x-\delta}^{x+\delta} \int_{-\infty}^{\infty} |f(s + it)|^p \, ds \, dt. \]

5. Show that the space \( E_{\tau}^p (p \geq 1, \tau > 0) \) consisting of all entire functions \( f(z) \) of exponential type at most \( \tau \) for which
\[ \|f\|_p = \left( \int_{-\infty}^{\infty} |f(x)|^p \, dx \right)^{1/p} < \infty \]
is a Banach space.

6. Show that if \( \phi(t) \in L^2[-\tau, \tau] \), then
\[ f(z) = \int_{-\tau}^{\tau} \phi(t)e^{izt} \, dt \]
belongs to \( E_{\tau}^p \) (see Problem 5).

7. (Plancherel–Pólya) If \( f(z) \) is an entire function of exponential type \( \tau \) and 
\[ \int_{-\infty}^{\infty} |f(x)|^p \, dx < \infty \] 
for some positive value of \( p \), then \( f'(z) \) has the same properties. Moreover, 
\[ \int_{-\infty}^{\infty} |f'(x)|^p \, dx \leq A \int_{-\infty}^{\infty} |f(x)|^p \, dx, \]
where \( A \) depends only on \( p \) and \( \tau \). (Hint: If \( \delta > 0 \), then
\[ |f'(z_0)|^p \leq C \int_{-\delta}^{\delta} \int_{-\delta}^{\delta} |f(z_0 + x + iy)|^p \, dx \, dy, \]
where $C$ depends only on $p$ and $\delta$. To prove this, apply inequality (5) to the function

$$g(z) = \frac{f(z_0 + z) - f(z_0)}{z}$$

inside a circle of radius $r$ centered at $z = 0$ and obtain

$$|f'(z_0)|^p \leq \frac{2^p}{\pi r^p} \int_0^{2\pi} |f(z_0 + re^{i\theta})|^p \, d\theta.$$  

Now multiply both sides by $r^{p+1}$ and integrate with respect to $r$ between $0$ and $\delta$. (With Theorem 18 of the next section, the problem becomes trivial for $p = 2$; see the remarks preceding Theorem 19.)

4 The Paley–Wiener Theorem

It is a relatively simple matter to exhibit a large class of examples of entire functions $f(z)$ of exponential type for which

$$\int_{-\infty}^{\infty} |f(x)|^2 \, dx < \infty.$$  

If $\phi \in L^2[-A, A]$, then

$$f(z) = \int_{-A}^{A} \phi(t)e^{izt} \, dt$$

is such a function: a straightforward application of Morera’s theorem shows that $f(z)$ is entire; the estimate

$$|f(z)| \leq \int_{-A}^{A} |\phi(t)|e^{-\gamma t} \, dt \leq e^{\lambda|z|} \int_{-A}^{A} |\phi(t)| \, dt$$

shows that $f(z)$ is of exponential type at most $A$; and Plancherel’s theorem shows that

$$\int_{-\infty}^{\infty} |f(x)|^2 \, dx = 2\pi \int_{-A}^{A} |\phi(t)|^2 \, dt < \infty.$$  

It is a remarkable fact that there are no other examples—every entire function of exponential type that belongs to $L^2$ along the real axis is obtained in this way. This is the content of the celebrated “Paley–Wiener Theorem”.
Theorem 18 (Paley–Wiener). Let \( f(z) \) be an entire function such that

\[
|f(z)| \leq Ce^{A|z|}
\]  

for positive constants \( A \) and \( C \) and all values of \( z \), and

\[
\int_{-\infty}^{\infty} |f(x)|^2 \, dx < \infty.
\]

Then there exists a function \( \phi \) in \( L^2[-A, A] \) such that

\[
f(z) = \int_{-A}^{A} \phi(t) e^{izt} \, dt.
\]

Proof (Boas). Let \( \phi(t) \) be the Fourier transform of \( f(x) \), i.e.,

\[
\phi(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} f(x) e^{-ixt} \, dx,
\]

where the integral is to be interpreted as a limit in the mean in the \( L^2 \) sense. Then \( \phi \in L^2(-\infty, \infty) \) and, by the Fourier inversion formula,

\[
f(x) = \int_{-\infty}^{\infty} \phi(t) e^{ixt} \, dt.
\]

Accordingly, we need only show that \( \phi(t) \) vanishes almost everywhere outside the interval \([-A, A]\). This will establish (2) for all real values of \( z \) and hence for all complex values as well since both sides of (2) are entire.

Let \( T \) be a positive number. We shall consider the contour integral

\[
I = \int_{\gamma} f(z) e^{-izt} \, dz,
\]

where \( t \) is fixed and \( \gamma \) consists of the upper three sides of the rectangle \([-T, T] \times [0, T] \). Since the integrand is an entire function of \( z \) for each value of \( t \), we have

\[
I = -\int_{-T}^{T} f(x) e^{-ixt} \, dx
\]

by Cauchy's integral theorem. We are going to show that \( I \to 0 \) as \( T \to \infty \).
whenever $|t| > A$. Since

$$
\int_{-T}^{T} f(x)e^{-int} \, dt \rightarrow \phi(t) \quad \text{in the mean} \quad \text{(as } T \rightarrow \infty),
$$

it will follow that $\phi(t) = 0$ almost everywhere outside $[-A, A]$.

Suppose first that $t < -A$. Integrating over each of the three sides of $\gamma$, we readily obtain

$$
|I| \leq \int_{0}^{T} e^{iy} |f(T + iy)| \, dy + e^{iT} \int_{-T}^{T} |f(x + iT)| \, dx + \int_{0}^{T} e^{iy} |f(-T + iy)| \, dy
$$

$$
\equiv I_1 + I_2 + I_3.
$$

We shall estimate the size of each of these three integrals. Since $\int_{-\infty}^{\infty} |f(x)|^2 \, dx$ is finite, it follows that $f(x) \rightarrow 0$ as $|x| \rightarrow \infty$ (by the corollary to Theorem 17), and hence, in particular, that $|f(x)|$ has a finite upper bound $M$ on the real axis. By Theorem 11,

$$
|f(x + iT)| \leq Me^{AT}
$$

for all real values of $x$, and hence

$$
I_2 \leq 2TMe^{(t + A)T}.
$$

Since $t < -A$, the exponent above is negative, and we conclude that $I_2 \rightarrow 0$ as $T \rightarrow \infty$.

Turning next to $I_1$ ($I_3$ is treated in the same way), we write

$$
I_1 = \left( \int_{0}^{R} + \int_{R}^{T} \right) e^{iy} |f(T + iy)| \, dy \quad (R > 0).
$$

Theorem 12 shows that for each fixed $R$,

$$
f(T + iy) \rightarrow 0 \quad \text{as} \quad T \rightarrow \infty.
$$

uniformly in $y$, $0 \leq y \leq R$. Consequently,

$$
\int_{0}^{R} e^{iy} |f(T + iy)| \, dy \rightarrow 0 \quad \text{as} \quad T \rightarrow \infty.
$$
It remains only to show that \( \int_{-R}^{R} e^{iy} |f(T + iy)| \, dy \) can be made arbitrarily small by choosing \( R \) and \( T \) sufficiently large. Again appealing to Theorem 11, we have

\[
\int_{-R}^{R} e^{iy} |f(T + iy)| \, dy \leq M \int_{-R}^{R} e^{(t + A)y} \, dy = \frac{M}{t + A} (e^{(t + A)T} - e^{(t + A)R}),
\]

and since \( t + A \) is negative, the last term approaches zero as \( R \) and \( T \) approach infinity.

We have thus shown that \( I \to 0 \) as \( T \to \infty \) whenever \( t < -A \). The case \( t > A \) is treated similarly, with \( \gamma \) in the lower half-plane. The details, which are obvious, are left to the reader.

It is important to note that condition (1) may be replaced by the seemingly weaker assumption that \( f(z) \) is entire of exponential type at most \( A \). For, if this is the case, then

\[
|f(z)| \leq C(e^{(A + \epsilon)|z|})
\]

for every positive number \( \epsilon \), and the proof of Theorem 18 shows that the Fourier transform of \( f(x) \) must vanish almost everywhere outside the interval \([-A - \epsilon, A + \epsilon]\), and so almost everywhere outside \([-A, A]\).

The following useful corollary is now readily established.

**Corollary.** If \( f(z) \) is an entire function of exponential type \( A \), belonging to \( L^2 \) on the real axis, then

\[
|f(z)|e^{-A|y|} \to 0 \quad \text{as} \quad |z| \to \infty.
\]

The Paley–Wiener theorem has a wide range of important and varied applications, several of which are illustrated by the following examples. We begin with an integral representation for entire functions of exponential type that are bounded along the real axis.

**Example 1.** If \( f(z) \in B_1 \), then

\[
f(z) = f(0) + z \int_{-\tau}^{\tau} \phi(t)e^{itz} \, dt,
\]

where \( \phi \in L^2[-\tau, \tau] \).
Proof. It is clear that the function

\[
\frac{f(z) - f(0)}{z}
\]

is entire of exponential type at most \( \tau \) and belongs to \( L^2 \) along the real axis. Now apply Theorem 18. \( \blacksquare \)

Example 2 (Bernstein's inequality). If \( f(z) \in B_{\tau} \) and \( |f(x)| \leq M \) for all real values of \( x \), then

\[
|f'(x)| \leq \tau M.
\]

Proof. The inequality is easily established for functions of the form

\[
\int_{-\tau}^{\tau} e^{i\tau t} d\omega(t),
\]

where \( \omega(t) \) is of bounded variation on the interval \([-\tau, \tau]\) (see Problem 12, Section 1).

Suppose now that \( f(z) \) is an arbitrary function belonging to \( B_{\tau} \). If we put

\[
g_{\epsilon}(z) = f(z) - f(\epsilon) \frac{\sin \epsilon z}{\epsilon z} \quad (\epsilon > 0),
\]

then \( g_{\epsilon}(z) \) is entire of exponential type at most \( \tau + \epsilon \) and belongs to \( L^2 \) along the real axis. By virtue of the Paley–Wiener theorem, \( g_{\epsilon}(z) \) is of the form (3) with \( \tau + \epsilon \) in place of \( \tau \). Since \( |g(x)| \leq M \), it follows that

\[
|g_{\epsilon}'(x)| \leq M(\tau + \epsilon)
\]

for every real \( x \). But \( g_{\epsilon}'(x) \to f'(x) \) as \( \epsilon \to 0 \), and the result follows. \( \blacksquare \)

As a final application, we shall establish an interesting quadrature formula for a certain class of entire functions of exponential type.

Example 3. If \( f(z) \) is an entire function of exponential type at most \( 2\pi \) and \( \int_{-\infty}^{\infty} |f(x)| \, dx < \infty \), then

\[
\sum_{n=-\infty}^{\infty} f(n) = \int_{-\infty}^{\infty} f(x) \, dx.
\]

Proof. Since \( f(x) \) is integrable over \((-\infty, \infty)\), so is \( f'(x) \) (Problem 7,
Section 3) and $f(x) \to 0$ as $|x| \to \infty$. Under these conditions, the Poisson summation formula is applicable: if $F$ is the Fourier transform of $f$, i.e., if $F(t) = (1/2\pi) \int_{-\infty}^{\infty} f(x)e^{-ixt} \, dx$, then

$$
\sum_{n=-\infty}^{\infty} f(n) = 2\pi \sum_{n=-\infty}^{\infty} F(2\pi n).
$$

But $\int_{-\infty}^{\infty} |f(x)|^2 \, dx < \infty$, and the Paley–Wiener theorem implies that $F(t) = 0$ for every $t$ with $|t| \geq 2\pi$ (note that $F(t)$ is continuous). Conclusion:

$$
\sum_{n=-\infty}^{\infty} f(n) = 2\pi F(0) = \int_{-\infty}^{\infty} f(x) \, dx. \quad \blacksquare
$$

Problems

1. Let $f(z) = \int_{-A}^{A} \phi(t)e^{itz} \, dt$, where $\phi \in L^2[-A, A]$, and suppose that $\phi$ does not vanish almost everywhere in any neighborhood of $A$. Show that $f(z)$ is of order 1 and exponential type $A$.

2. Establish the corollary to Theorem 18.

3. Prove the following “gap” theorem for entire functions: if $f(z)$ is an entire function of exponential type, bounded on the real axis, and if

$$
\lambda_n(0) = 0
$$

for a sequence of positive integers $\lambda_n$ for which

$$
\sum_{\lambda_n \text{ even}} \frac{1}{\lambda_n} = \infty \quad \text{and} \quad \sum_{\lambda_n \text{ odd}} \frac{1}{\lambda_n} = \infty,
$$

then $f(z)$ must reduce to a constant. (Hint. Put $g(z) = (f(z) - f(0))/z$. Then $g(z) = \int_{-A}^{A} \phi(t)e^{itz} \, dt$, with $\phi$ in $L^2[-A, A]$. Consider the functions

$$
\int_{0}^{A} t^\alpha(\phi(t) + \phi(-t)) \, dt \quad \text{and} \quad \int_{0}^{A} t^\alpha(\phi(t) - \phi(-t)) \, dt.
$$

5 The Paley–Wiener Space

The totality of all entire functions of exponential type at most $\pi$ that are square integrable on the real axis will henceforth be known as the
Paley–Wiener space and will be designated by \( \mathbb{P} \). Clearly, \( \mathbb{P} \) is a vector space under pointwise addition and scalar multiplication; it is also an inner product space with respect to the inner product

\[
(f, g) = \int_{-\infty}^{\infty} f(x)g(x) \, dx.
\]

Since the Fourier transform is an isometry, the Paley–Wiener theorem shows that \( \mathbb{P} \) is a separable Hilbert space, isometrically isomorphic to \( L^2[-\pi, \pi] \).

The isomorphism between \( \mathbb{P} \) and \( L^2[-\pi, \pi] \) has far-reaching consequences. At present, we shall investigate some of the ways in which known properties of \( L^2[-\pi, \pi] \) can be transformed easily into nontrivial assertions about \( \mathbb{P} \). This will then serve as the basis for a more penetrating analysis of nonharmonic Fourier series in \( L^2[-\pi, \pi] \).

If \( f \) belongs to \( \mathbb{P} \) and has the representation

\[
f(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \phi(t) e^{itz} \, dt,
\]

with \( \phi \) in \( L^2[-\pi, \pi] \), then Plancherel’s theorem shows that

\[
\| f \| ^2 - \int_{-\infty}^{\infty} |f(x)|^2 \, dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} |\phi(t)|^2 \, dt - \| \phi \| ^2.
\]

When Parseval’s identity is applied to \( \phi \), we obtain the important formula

\[
\| f \| ^2 = \sum_{n=\infty}^{\infty} |f(n)|^2.
\]

By taking the Fourier transform of \( e^{int} \) \( (n = 0, \pm 1, \pm 2, \ldots) \), we see that the set of functions \( \{ \sin \pi(z-n) / \pi(z-n) \}_{n=\infty}^{\infty} \) forms an orthonormal basis for \( \mathbb{P} \). Accordingly, each function \( f \) in \( \mathbb{P} \) has a unique expansion of the form

\[
f(z) = \sum_{n=-\infty}^{\infty} c_n \frac{\sin \pi(z-n)}{\pi(z-n)},
\]

with \( \sum |c_n|^2 < \infty \). The convergence of the series is understood to be in the metric of \( \mathbb{P} \). But convergence in \( \mathbb{P} \) implies uniform convergence in each
horizontal strip. This is an immediate consequence of the following useful estimate:

$$|f(x + iy)| \leq e^{\pi|y|} \|f\|.$$  \hspace{1cm} (2)

(Proof: Simply use (1) together with the fact that $\|\phi\| = \|f\|$.) If we now set $z = n$, it follows that $c_n = f(n)$, and we have thereby obtained the **cardinal series** for $f$:

$$f(z) = \sin \pi z \sum_{n = -\infty}^{\infty} (-1)^n \frac{f(n)}{\pi(z - n)}.$$

Thus, a function in $P$ can be recaptured from its values at the integers.

The cardinal series was first introduced by Whittaker [1915]. It plays an important role in the mathematical theory of communication, where it is known as the **sampling theorem** (see Shannon [1949] and Shannon and Weaver [1964]).

The Paley–Wiener representation yields a trivial proof that $P$ is “closed” under differentiation (cf. Problem 7, Section 3). Indeed, if $f(z)$ is given by (1), then

$$f'(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} it\phi(t)e^{itz} dt$$

and $t\phi(t) \in L^2[-\pi, \pi]$. Moreover, we have the following sharp estimate for the norm of $f'(z)$:

$$\|f'\| \leq \pi\|f\|.$$

(Proof: $\|f'\| = \|t\phi(t)\| \leq \pi\|\phi\| = \pi\|f\|$.)

**Theorem 19.** The Paley–Wiener space is a functional Hilbert space of entire functions. Its reproducing kernel $K$ is given by

$$K(z, w) = \frac{\sin \pi(z - \bar{w})}{\pi(z - \bar{w})},$$

and the integral representation

$$f(z) = \int_{-\infty}^{\infty} f(t) \frac{\sin \pi(t - z)}{\pi(t - z)} dt$$

is valid for every function $f$ belonging to the space.
Proof. Inequality (2) shows that "point-evaluations" on \( P \) are bounded linear functionals. Thus, \( P \) is a functional Hilbert space.

If \( f(z) \in P \), then the Paley–Wiener theorem shows that

\[
f(w) = \langle \phi(t), e^{iw} \rangle
\]

for some function \( \phi \) in \( L^2[-\pi, \pi] \) and all values of \( w \). But the Fourier transform is an isomorphism between \( L^2[-\pi, \pi] \) and \( P \), and hence

\[
f(w) = \left( f(z), \frac{\sin \pi(z - \bar{w})}{\pi(z - \bar{w})} \right).
\]

Since \( K(z, w) \) is the unique function on \( \mathbb{C} \times \mathbb{C} \) for which

\[
f(w) - \langle f(z), K(z, w) \rangle,
\]

it follows that \( K(z, w) = (\sin \pi(z - \bar{w})) / \pi(z - \bar{w}) \). □

Corollary. If \( f \in P \) and \( z = x + iy \), then

\[
|f(z)|^2 \leq \|f\|^2 \frac{\sin 2\pi y}{2\pi y}.
\]

Problems

1. Show that if \( f \in P \), then

\[
e^{-\pi |y|} \|f\| \leq \left( \int_{-\infty}^{\infty} |f(x + iy)|^2 \right)^{1/2} \leq e^{\pi |y|} \|f\|.
\]

2. Let \( f(z) \) be an entire function of exponential type at most \( \pi \), and suppose that

\[
f(x) = O(x^\alpha), \quad 0 < \alpha < \frac{1}{2}.
\]

Show that

\[
f(z) = f(0) + \frac{f'(0)}{\pi} \sin \pi z + z \sin \pi z \sum_{n \neq 0} \frac{(-1)^n(f(n) - f(0))}{n\pi(z - n)}.
\]
3. Obtain the cardinal series for functions of the form

\[ f(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \phi(t) e^{-itz} \, dt, \]

with \( \phi \) integrable on \( [-\pi, \pi] \). (*Hint:* Replace \( \phi \) by its Fourier series over \( [-\pi, \pi] \) and integrate term-by-term.)

4. Show that the function

\[ f(z) = \sum_{n=1}^{\infty} \frac{(-1)^n \sin \pi(z - n)}{n(z - n)} \]

belongs to the Paley–Wiener space but that \( zf(z) \) is not bounded on the real axis (cf. Example 1, Section 4).

5. Establish the corollary to Theorem 19.
3 THE COMPLETENESS OF SETS OF COMPLEX EXPONENTIALS

In this chapter we shall discuss a few of the fundamental completeness properties of sets of complex exponentials \( \{e^{i\lambda_n t}\} \) over a finite interval of the real axis. The most extensive results in this direction were obtained by Paley and Wiener [1934] and Levinson [1940]. At the same time, we will be laying the groundwork for a more penetrating investigation of non-harmonic Fourier series in \( L^2 \).

By making an appropriate change of variables, we may consider the system \( \{e^{i\lambda_n t}\} \) over an interval \([ -A, A] \) symmetric with respect to the origin. The spaces of interest will be \( L^p[-A, A] \), for \( 1 \leq p < \infty \), and \( C[-A, A] \).

As we have seen, for the system \( \{e^{i\lambda_n t}\} \) to be incomplete in \( C[-A, A] \), it is necessary and sufficient that there exist a nontrivial entire function \( f(z) \), zero for every \( \lambda_n \), and expressible in the form

\[
f(z) = \int_{-A}^{A} e^{izt} \, d\omega(t),
\]

where \( \omega(t) \) is of bounded variation on \([ -A, A] \). When \( L^p[-A, A] \) is considered, \( f(z) \) takes the form

\[
f(z) = \int_{-A}^{A} e^{izt} \phi(t) \, dt,
\]

with \( \phi \) in \( L^q[-A, A] \). Here \( q \) denotes the conjugate exponent: \( 1/p + 1/q = 1 \).

The remarks above establish a connection between completeness and uniqueness. If there are enough \( \lambda_n \)'s to guarantee that \( f(z) \) vanishes identically whenever

\[f(\lambda_n) = 0 \quad (n = 1, 2, 3, \ldots),\]
i.e., if \( \{\lambda_n\} \) is a set of uniqueness for \( f(z) \), then the system of exponentials \( \{e^{i\lambda_n t}\} \) will be complete in the corresponding space. Therefore, every theorem on uniqueness generates a theorem on completeness, and conversely.

In \( L^2[-\pi, \pi] \), the situation is particularly simple. Here the system of exponentials \( \{e^{i\lambda_n t}\} \) is complete whenever \( \{\lambda_n\} \) is a set of uniqueness for every function belonging to the Paley–Wiener space.

Clearly, completeness in \( C[-A, A] \) implies completeness in \( L^p[-A, A] \) for every value of \( p \).

It is often advantageous to permit repetitions among the \( \lambda_n \). Suppose, for example, that some \( \lambda_n \), call it \( \lambda \), is repeated \( m \) times. In this case the understanding is that \( f(z) \), be it of the form (1) or (2), shall have a zero of multiplicity \( m \) at \( z = \lambda \). It follows that either \( \phi(t) \) or the differential \( d\omega(t) \) will be orthogonal to each of the functions

\[
e^{i\lambda t}, \quad te^{i\lambda t}, \quad \ldots, \quad t^{m-1}e^{i\lambda t},
\]

and hence all of these functions will be available for the approximation. Conversely, the orthogonality of \( \phi(t) \) or \( d\mu(t) \) to all functions of this form implies that \( \lambda \) is a zero of multiplicity \( m \) of the corresponding entire function \( f(z) \). Infinite repetitions among the \( \lambda_n \) are excluded.

For simplicity, we shall suppose in what follows that the \( \lambda_n \) are distinct. The reader will have no difficulty in reformulating all completeness theorems to include functions of the form (3).

We begin with a closer look at the trigonometric system.

1 The Trigonometric System

We have seen that the trigonometric system \( \{e^{int}\}_{n=-\infty}^{\infty} \) is complete in every \( L^p \) space \( (1 \leq p < \infty) \) over an interval of length \( 2\pi \). In fact, if \( \phi(t) \) is integrable on \( [-\pi, \pi] \) and

\[
\int_{-\pi}^{\pi} \phi(t)e^{int} \, dt = 0 \quad (n = 0, \pm 1, \pm 2, \ldots),
\]

then \( \phi(t) \) must vanish almost everywhere.

Once a collection of functions is known to be complete, the next concern should be for economy—are there any superfluous terms?

**Definition.** A system of complex exponentials \( \{e^{i\lambda_n t}\} \) is said to be **exact**
$L^p[-A, A]$ or in $C[-A, A]$ if it is complete, but fails to be complete on the removal of any one term. If the system becomes exact when $N$ terms are removed, then we say it has excess $N$; if it becomes exact when $N$ terms
\[ e^{i\mu_1t}, \ldots, e^{i\mu_Nt} \]
are adjointed, then we say it has deficiency $N$.

As we shall see (Theorem 7), the particular functions $e^{i\mu t}$ added or removed are arbitrary; only their number is important.

**Proposition 1.** The trigonometric system is exact in $L^p[-\pi, \pi]$ for $1 \leq p < \infty$; in $C[-\pi, \pi]$ it has deficiency 1.

**Proof.** The first assertion is obvious—the trigonometric system is complete and its elements are mutually orthogonal.

For the second assertion, argue as follows. It is clear that the trigonometric system is incomplete in $C[-\pi, \pi]$ since the only continuous functions that can be uniformly approximated by trigonometric polynomials are those for which $f(\pi) = f(-\pi)$. Let us adjoin the element $e^{i\mu t}$, where $\mu$ is not an integer. If $f \in C[-\pi, \pi]$, then for a suitable constant $c$ the values of the function
\[ f(t) - ce^{i\mu t} \]
at $t = \pi$ and $t = -\pi$ are the same. The new system is then complete, by virtue of the Weierstrass theorem on trigonometric approximation. Thus in $C[-\pi, \pi]$ the trigonometric system has deficiency 1. 

It is not difficult to show that if the system \( \{e^{i\lambda t}\} \) is complete in $L^1[-A, A]$, then its deficiency in $C[-A, A]$ cannot exceed 1 (see Problem 2).

**Proposition 2.** The trigonometric system is incomplete in $L^1$ over every interval of length greater than $2\pi$.

**Proof.** Indeed, given $\varepsilon > 0$, choose
\[ \phi(t) = \begin{cases} 
-1, & t < -\pi + \varepsilon, \\
0, & |t| \leq \pi - \varepsilon, \\
1, & t > \pi - \varepsilon,
\end{cases} \]
and put
\[ f(z) = \int_{-\pi - \varepsilon}^{\pi + \varepsilon} \phi(t) e^{izt} \, dt. \]

A straightforward calculation shows that
\[ f(z) = \frac{4i}{z} \sin \pi z \sin \varepsilon z, \]
and hence \( f(n) = 0 \) for every integer \( n \). Since \( \varepsilon \) was arbitrary, the result follows.

Consider now the set of functions \( \{e^{int}\}_{n=1}^{\infty} \) obtained from the trigonometric system by removing roughly "half" the terms. It seems plausible that the resulting set will be complete in \( L^p \) over an interval of length \( \pi \) and over no larger interval. Surprisingly, this is not the case. The set \( \{e^{int}\}_{n=1}^{\infty} \) is complete in \( L^p \) and in \( C \) over every interval of length less than \( 2\pi \). This is a consequence of the following theorem of Carieman [1922].

**Theorem 1.** Let \( \{\lambda_n\} \) be a set of positive real numbers and suppose that for some positive number \( A \),
\[
\limsup_{R \to \infty} \left( \frac{1}{\log K} \sum_{\lambda_n < R} \frac{1}{\lambda_n} \right) > \frac{A}{\pi}.
\]

Then the set \( \{e^{i\lambda_n t}\} \) is complete in \( C[-A, A] \).

**Proof.** We argue by contradiction. If the system were incomplete, then we could find a function \( \omega(t) \) of bounded variation on \( [-A, A] \) such that the entire function
\[
f(z) = \int_{-A}^{A} e^{izt} \, d\omega(t)
\]
vanishes at each \( \lambda_n \) but does not vanish identically. It is to be shown that condition (1) forces \( f(z) \) to have "too many" zeros, given the restriction that (2) imposes on its growth. The pertinent fact concerning the growth of \( f(z) \) is the obvious estimate
\[
|f(re^{i\theta})| = O(e^{Ar|\sin \theta|}).
\]
Applying Carleman’s formula to \( f(z) \) in the right half-plane and then using (3), we obtain

\[
\sum_{\lambda_n < R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right) \leq \frac{1}{2\pi} \int_{1}^{R} \left( \frac{1}{r^2} - \frac{1}{R^2} \right) 2Ar \, dr + O(1)
\]

\[
\leq \frac{A}{\pi} \log R + O(1),
\]

and hence

\[
\limsup_{R \to \infty} \left( \frac{1}{\log R} \sum_{\lambda_n < R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right) \right) \leq \frac{A}{\pi}.
\]

We complete the proof by showing that

\[
\limsup_{R \to \infty} \left( \frac{1}{\log R} \sum_{\lambda_n < R} \frac{1}{\lambda_n} \right) - \limsup_{R \to \infty} \left( \frac{1}{\log R} \sum_{\lambda_n < R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right) \right) = \frac{1}{1 - \beta^2} \log \beta R \sum_{\lambda_n < \beta R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right).
\]  

(4)

Evidently, the right-hand side cannot exceed the left. If \( \beta \) is an arbitrary positive number belonging to the interval \((0, 1)\), then for each value of \( R \),

\[
\sum_{\lambda_n < R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right) \geq \sum_{\lambda_n < \beta R} \frac{1}{\lambda_n} \left( 1 - \frac{\lambda_n^2}{R^2} \right) > \sum_{\lambda_n < \beta R} \frac{1}{\lambda_n} (1 - \beta^2).
\]

It follows that

\[
\frac{1}{\log \beta R} \sum_{\lambda_n < \beta R} \frac{1}{\lambda_n} \leq \frac{1}{1 - \beta^2} \log \beta R \sum_{\lambda_n < R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right)
\]

\[
= \frac{1}{1 - \beta^2} \sum_{\lambda_n < \beta R} \frac{1}{\lambda_n} \log \beta R \sum_{\lambda_n < \beta R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right)
\]

and hence that

\[
\limsup_{R \to \infty} \left( \frac{1}{\log R} \sum_{\lambda_n < R} \frac{1}{\lambda_n} \right) \leq \frac{1}{1 - \beta^2} \limsup_{R \to \infty} \left( \frac{1}{\log R} \sum_{\lambda_n < R} \left( \frac{1}{\lambda_n} - \frac{\lambda_n}{R^2} \right) \right).
\]
Letting $\beta \to 0$, we obtain (4). Conclusion:

\[
\limsup_{R \to \infty} \left( \frac{1}{\log R} \sum_{\lambda_n < R} \frac{1}{\lambda_n} \right) \leq \frac{A}{\pi},
\]

which is contrary to assumption. The contradiction proves the theorem. \qed

**Corollary.** The system \( \{e^{int}_{n=1}^\infty \} \) is complete in \( C[-A, A] \) whenever \( A < \pi \).

**Proof.** Since

\[
\frac{1}{\log N} \sum_{n=1}^{N} \frac{1}{n} \to 1 \quad \text{as} \quad N \to \infty,
\]

the result follows at once from Theorem 1. \qed

The next result also follows readily from Theorem 1. The details are left to the reader.

**Theorem 2.** If \( \{\lambda_n\} \) is a set of positive real numbers for which

\[
\liminf_{n \to \infty} \frac{n}{\lambda_n} > \frac{A}{\pi},
\]

then the system \( \{e^{\lambda n t}\} \) is complete in \( C[-A, A] \).

It is possible to replace Theorem 2 by much sharper results. In Section 6 it will be shown, for example, that if

\[
\limsup_{n \to \infty} \frac{n}{\lambda_n} > \frac{A}{\pi},
\]

then the conclusion of the theorem still holds.

**Problems**

1. Show that the deficiency of a system of complex exponentials \( \{e^{i\lambda n t}\} \) in \( L^p[-A, A] \) is a nondecreasing function of \( p \).
2. Prove: if the system \( \{e^{i\lambda n t}\} \) is complete in \( L^1[-A, A] \), then its deficiency in \( C[-A, A] \) cannot exceed 1. (Hint: Suppose that 1 does
not belong to \( \{ e^{i\lambda_n t} \} \). The set of all functions of the form
\[
\int_0^x f(t) \, dt + k,
\]
where \( f \in L^1[-A, A] \) and \( k \) is a constant, is a dense vector subspace of \( C[-A, A] \).

3. Prove Theorem 2.

4. (Levinson) Let \( \{ \lambda_n \} \) be a set of positive real numbers and let \( n(t) \) denote the number of \( \lambda_n \) in the interval \([0, t]\). Then the system \( \{ e^{i\lambda_n t} \} \) is complete in \( C[-\pi D, \pi D] \) if
\[
\limsup_{R \to \infty} \int_1^R \frac{n(t) - Dt}{\sqrt{t}} \left( \frac{1}{t} + \frac{1}{R} \right) \, dt = \infty.
\]
(Hint: If \( \{ e^{i\lambda_n t} \} \) were not complete, then we could find an entire function \( f(z) \), zero for every \( \lambda_n \), but not identically zero, and expressible in the form
\[
f(z) = \int_{-\pi D}^{\pi D} e^{zt} \, d\omega(t),
\]
where \( \omega(t) \) is of bounded variation on \([ -\pi D, \pi D]\). Put \( g(z) = f(z^2) \). By using Carleman's formula, a contradiction can be obtained in much the same way as in the proof of Theorem 1.)

5. Show that the criterion in Problem 4 is sharp in case \( \lim_{n \to \infty} n/\lambda_n \) exists.

6. Show that if
\[
\lambda_n = n - n^{1/2} \quad \text{for} \quad n = 2, 3, 4, \ldots,
\]
then the system \( \{ e^{i\lambda_n t} \} \) is complete in \( C[-\pi, \pi] \).

7. Let \( \{ \lambda_n \} \) be a sequence of positive real numbers for which
\[
\limsup_{n \to \infty} \frac{n}{\lambda_n} = L.
\]
Is it true that
\[
\limsup_{R \to \infty} \left( \frac{1}{\log R} \sum_{\lambda_n < R} \frac{1}{\lambda_n} \right) = L?
\]
2 Exponentials Close to the Trigonometric System

In this section we shall discuss the stability of the trigonometric system in $L^p$ under small perturbations of the integers. Our goal is to show that if $1 < p < \infty$ and $\{\lambda_n\}$ is a sequence of real or complex numbers for which

$$|\lambda_n - n| \leq \frac{1}{2p}, \quad n = 0, \pm 1, \pm 2, \ldots,$$

then the system $\{e^{i\lambda_n t}\}$ is complete in $L^p[-\pi, \pi]$ (cf. Kadec's $\frac{1}{4}$-theorem). This result is sharp in the sense that the constant $1/2p$ cannot be replaced by any larger number.

As a measure of the density of a sequence of complex numbers $\{\lambda_n\}$, we denote, as usual, by $n(r)$ the number of points $\lambda_n$ inside the disk $|z| \leq r$, and we put

$$N(r) = \int_0^r n(t) \, dt.$$

The following theorem is fundamental.

**Theorem 3 (Levinson).** The set $\{e^{i\lambda_n t}\}$ is complete in $L^p[-\pi, \pi]$, $1 < p < \infty$, whenever

$$\lim_{r \to \infty} \sup \left( N(r) - 2r + \frac{1}{p} \log r \right) > -\infty.$$

**Proof.** Suppose to the contrary that the set $\{e^{i\lambda_n t}\}$ fails to be complete in $L^p[-\pi, \pi]$ for some value of $p$. Then there exists a function $\phi$ in $L^p[-\pi, \pi]$ such that the entire function

$$f(z) = \int_{-\pi}^{\pi} \phi(t) e^{izt} \, dt$$

vanishes at each $\lambda_n$, but does not vanish identically. We may suppose without loss of generality that the norm of $\phi$ does not exceed 1.

Let $\varepsilon$ be a small positive number. Then

$$|f(z)| \leq \left( \int_{|t| \leq \pi - \varepsilon} + \int_{\pi - \varepsilon \leq |t| \leq \pi} \right) |\phi(t)| e^{-\varepsilon t} \, dt,$$
and, by an application of Hölder's inequality, we see that

\[ |f(z)| \leq e^{\pi|y|} |y|^{-1/p} (e^{-\varepsilon|y|} + \lambda), \tag{1} \]

where

\[ \lambda = \left( \int_{\pi - \varepsilon \leq |t| \leq \pi} |\phi(t)|^q \, dt \right)^{1/q}. \]

Clearly, \( \lambda \to 0 \) as \( \varepsilon \to 0 \).

If we now apply Jensen's formula to \( f(z) \) and then use (1), we obtain

\[ N(r) \leq 2r - \frac{1}{p} \log r + \frac{1}{2\pi} \int_{0}^{2\pi} \log |e^{-\varepsilon r|\sin \theta|} + \lambda| \, d\theta + O(1) \tag{2} \]

since the \( \lambda_n \) form a part of all the zeros of \( f(z) \). Furthermore, if \( \varepsilon \) is small enough and \( r \) is large enough, then the integrated term on the right-hand side of (2) can be made smaller than any preassigned negative number, and it follows that

\[ \limsup_{r \to \infty} \left( N(r) - 2r + \frac{1}{p} \log r \right) = -\infty. \]

The result now follows by contraposition. \[ \square \]

**Theorem 4 (Levinson).** If \( 1 < p < \infty \) and \( \{\lambda_n\} \) is a sequence of real or complex numbers for which

\[ |\lambda_n| \leq |n| + \frac{1}{2p}, \quad n = 0, \pm 1, \pm 2, \ldots, \tag{3} \]

then the system \( \{e^{i\lambda_n t}\} \) is complete in \( L^p[-\pi, \pi] \). The constant \( 1/2p \) is the best possible.

**Proof.** Condition (3) implies that

\[ n(t) \geq 1 + 2 \left[ t - \frac{1}{2p} \right] \quad \text{whenever} \quad t > 1 \]

(remember that \( \lfloor x \rfloor \) denotes the function "bracket \( x \" "). It follows that if
For $r > 1$, then

$$N(r) = \int_1^r \frac{n(t)}{t} \, dt \geq 2 \int_1^r \frac{1 + 2[t - 1/2p]}{t} \, dt$$

$$= 2 \int_1^r \frac{t - 1/2p}{t} \, dt - 2 \int_1^r \frac{t - 1/2p - [t - 1/2p] - \frac{1}{2}}{t} \, dt.$$ 

Since $x - [x] - \frac{1}{2}$ is periodic and has average value zero over each interval of length one, the last integral above remains bounded as $r \to \infty$ (see Problem 1). Accordingly,

$$N(r) \geq 2r - \frac{1}{p} \log r - c$$

for some constant $c$ and all values of $r$. Hence Theorem 3 applies, and the system $\{e^{i\lambda nt}\}$ is complete in $L^p[-\pi, \pi]$.

We complete the proof by showing that if $\epsilon$ is an arbitrary positive number and

$$\lambda_n = \begin{cases} 
  n + \frac{1}{2p} + \epsilon, & n > 0, \\
  0, & n = 0, \\
  n - \frac{1}{2p} - \epsilon, & n < 0,
\end{cases}$$

then the set $\{e^{i\lambda nt}\}$ is not complete in $L^p[-\pi, \pi]$.

Put $c = 1/2p + \epsilon$. It is to be shown that the function

$$\phi(t) = (\cos \frac{1}{2}t)^{2\epsilon - 1} \sin \frac{1}{2}t$$

is orthogonal to every element $e^{i\lambda nt}$ ($n = 0, \pm 1, \pm 2, \ldots$); clearly, $\phi(t)$ belongs to $L^p[-\pi, \pi]$.

Suppose first that $n$ is positive. By writing $\sin \frac{1}{2}t$ and $\cos \frac{1}{2}t$ in complex form, we obtain

$$\int_{-\pi}^{\pi} \phi(t)e^{i\lambda nt} \, dt = i2^{-2\epsilon} \int_{-\pi}^{\pi} (1 + e^{it})^{2\epsilon - 1}(1 - e^{it})e^{int} \, dt.$$
But
\[
\int_{-\pi}^{\pi} (1 + e^{it})^{2c-1} e^{int} dt = \lim_{r \to 1^-} \int_{-\pi}^{\pi} (1 + re^{it})^{2c-1} e^{rin} dt
\]
\[
= \lim_{r \to 1^-} \sum_{k=0}^{\infty} \binom{2c-1}{k} r^k \int_{-\pi}^{\pi} e^{i(n+k)t} dt
\]
(by the binomial theorem)
\[
= 0 \quad \text{for} \quad n = 1, 2, 3, \ldots
\]

This shows that \( \phi(t) \) is orthogonal to each of the functions \( e^{i\lambda_n t} \) (\( n \) positive). A similar result holds when \( n \) is negative (take conjugates); the case \( n = 0 \) is obvious. \( \blacksquare \)

**Remarks**

1. Theorem 4 provides simple examples of sets that are complete in \( L^p[-\pi, \pi] \) but fail to be complete in \( L^r[-\pi, \pi] \) if \( r > p \).

2. When \( p = 1 \), the conclusion of the theorem is no longer valid. If
\[
\lambda_n = \begin{cases} 
  n + \frac{1}{2}, & n > 0, \\
  0, & n = 0, \\
  n - \frac{1}{2}, & n < 0,
\end{cases}
\]
then the system \( \{e^{i\lambda_n t}\} \) is not complete in \( L^1[-\pi, \pi] \). Reason: The function \( \sin \frac{1}{2}t \) is orthogonal to every element of the set (verification is left to the reader).

On the other hand, completeness in \( L^p \), \( i < p < \infty \), over a finite interval implies completeness in \( L^1 \), and hence the system \( \{e^{i\lambda_n t}\} \) is complete in \( L^1[-\pi, \pi] \) whenever
\[
|\lambda_n - n| \leq L < \frac{1}{2}, \quad n = 0, \pm 1, \pm 2, \ldots
\]

**Problems**

1. Show that the integrals
\[
\int_{1}^{r} \frac{x - \lfloor x \rfloor - \frac{1}{2}}{x} \, dx
\]
remain bounded as \( r \to \infty \).
2. Investigate the validity of Theorem 3 when $p = 1$ and when $p = \infty$.

3. (Levinson) If $1 < p < \infty$ and if

$$|\lambda_n| \leq |n| + \frac{1}{2p} + \frac{1}{2} N, \quad n = 0, \pm 1, \pm 2, \ldots,$$

then the set \( \{e^{i\lambda_n t}\} \) is either complete in \( L^p[-\pi, \pi] \) or else has deficiency at most \( N \).

4. If \( \{e^{i\lambda_n t}\}_{n=0}^\infty \) is a sequence of positive numbers such that \( \sum e_n/(n + 1) < \infty \), then the system \( \{e^{i\lambda_n t}\}_{n=0}^\infty \) will be complete in \( L^p[-\pi, \pi] \), $1 < p < \infty$, whenever

$$|\lambda_n| \leq |n| + \frac{1}{2p} + e_{|n|} \quad (n = 0, \pm 1, \pm 2, \ldots).$$

3 A Counterexample

Theorem 4 shows that the set of complex exponentials \( \{e^{i\lambda_n t}\} \) is complete in \( L^2[-\pi, \pi] \) whenever

$$|\lambda_n - n| \leq \frac{1}{4}, \quad n = 0, \pm 1, \pm 2, \ldots.$$

In the present section we shall prove that this assumption allows the system \( \{e^{i\lambda_n t}\} \) to have an excess. This will serve to show that Kadec's $\frac{1}{4}$-theorem is “best possible”: the system \( \{e^{i\lambda_n t}\} \) constitutes a basis for \( L^2[-\pi, \pi] \) whenever every \( \lambda_n \) is real and

$$|\lambda_n - n| \leq L < \frac{1}{4}, \quad n = 0, \pm 1, \pm 2, \ldots,$$

but need not constitute a basis when \( L = \frac{1}{4} \).

Theorem 5. The set \( \{e^{\pm i(n - \frac{1}{4})t}: n = 1, 2, 3, \ldots\} \) is complete in \( L^2[-\pi, \pi] \).

Proof. Put \( \lambda_n = n - \frac{1}{4} \) and \( \lambda_{-n} = -\lambda_n \) (\( n = 1, 2, 3, \ldots \)). If the set \( \{e^{i\lambda_n t}\} \) were incomplete in \( L^2[-\pi, \pi] \), then we could find a nontrivial entire function \( f(z) \), expressible in the form

$$f(z) = \int_{-\pi}^{\pi} \phi(t) e^{izt} \, dt,$$
with \( \phi(t) \) in \( L^2[-\pi, \pi] \), such that

\[
f(\lambda_n) = 0 \quad \text{for every } \lambda_n. \tag{1}
\]

Furthermore, we may assume that

\[
f(0) = 1 \tag{2}
\]

(why?). Since the system \( \{1, e^{i\lambda t}\} \) is complete in \( L^2[-\pi, \pi] \), conditions (1) and (2) determine \( \phi(t) \) uniquely up to a set of measure zero.

It is convenient to present the proof in three steps.

1. \( f(z) \) is an even function.
   It is sufficient to show that \( \phi(t) \) is even, i.e., that

   \[
   \phi(t) = \phi(-t) \quad \text{almost everywhere on } [-\pi, \pi].
   \]

   Put

   \[
   F(z) = \int_{-\pi}^{\pi} \left( \frac{\phi(t) + \phi(-t)}{2} \right) e^{itz} \, dt.
   \]

   Since \( \lambda_{-n} = -\lambda_n \), it follows that

   \[
   F(\lambda_n) = 0 \quad \text{for every } \lambda_n;
   \]

   in addition,

   \[
   F(0) = 1.
   \]

   But \( \phi(t) \) is unique, and hence almost everywhere

   \[
   \phi(t) = \frac{\phi(t) + \phi(-t)}{2}.
   \]

   This shows that \( \phi(t) \) is even, as asserted.

2. \( f(z) = \prod_{n=1}^{\infty} \left( 1 - \frac{z^2}{\lambda_n^2} \right) \).
   Call the infinite product \( g(z) \) and set

   \[
   \Phi(z) = \frac{f(z)}{g(z)}.
   \]
Then $\Phi(z)$ is entire. We claim that $\Phi(z)$ is free of zeros. Argue as follows. If $n(r)$ denotes the number of zeros of $f(z)$ in the disk $|z| \leq r$, then by Jensen's formula,

$$
\int_0^r \frac{n(t)}{t} \, dt = \frac{1}{2\pi} \int_0^{2\pi} \log|f(re^{i\theta})| \, d\theta.
$$

Since

$$
|f(re^{i\theta})| = O(e^{\pi r|\sin \theta|}),
$$

it follows that

$$
\int_0^r \frac{n(t)}{t} \, dt \leq 2r + O(1). \tag{3}
$$

Let $n_1(r)$ and $n_2(r)$ denote the number of zeros of $\Phi(z)$ and $g(z)$, respectively, within the disk $|z| \leq r$, so that

$$
n(r) = n_1(r) + n_2(r),
$$

and hence

$$
\int_0^r \frac{n_1(t)}{t} \, dt = \int_0^r \frac{n(t)}{t} \, dt - \int_0^r \frac{n_2(t)}{t} \, dt. \tag{4}
$$

Since $n_2(t) = 2[t + \frac{1}{4}]$, it follows just as in the proof of Theorem 4 that

$$
\int_0^r \frac{n_2(t)}{t} \, dt \geq 2r - \frac{1}{2} \log r - O(1). \tag{5}
$$

Combining (3)–(5), we see that

$$
\int_0^r \frac{n_1(t)}{t} \, dt \leq \frac{1}{2} \log r + O(1).
$$

But this is possible only if $n_1(t)$ is identically zero, i.e., if $\Phi(z)$ has no zeros.

Since $f(z)$ is of order no greater than one, Hadamard's factorization theorem justifies writing

$$
f(z) = e^{Az} g(z).
$$
But \( f(z) \) and \( g(z) \) are both even, and hence \( A \) must vanish. Thus \( f = g \).

3. Define an entire function \( h(z) \) by setting

\[
h(z) = a \int_{-\pi}^{\pi} (\cos \frac{1}{2}t)^{-1/2} e^{izt} \, dt,
\]

where the constant \( a \) is chosen so that \( h(0) = 1 \). Assertion:

\[
h(\lambda_n) = 0 \quad \text{for every } \lambda_n.
\]

The method of proof is the same as that used for a similar purpose in the proof of Theorem 4. If \( n \) is positive, then

\[
\int_{-\pi}^{\pi} (\cos \frac{1}{2}t)^{-1/2} e^{i\lambda_n t} \, dt = \sqrt{2} \int_{-\pi}^{\pi} (1 + e^{it})^{-1/2} e^{int} \, dt
\]

\[
= \sqrt{2} \lim_{r \to 1^-} \int_{-\pi}^{\pi} (1 + re^{it})^{-1/2} e^{int} \, dt
\]

\[
= \sqrt{2} \lim_{r \to 1^-} \sum_{k=0}^{\infty} \left( -\frac{1}{2} \right)^k r^k \int_{-\pi}^{\pi} e^{i(n+k)t} \, dt
\]

\[
= 0.
\]

A similar result holds when \( n \) is negative.

The proof of the theorem is now at hand. We conclude exactly as with \( f(z) \) that

\[
h(z) \equiv g(z),
\]

and hence that

\[
f(z) = h(z).
\]

But this is possible only if

\[
\phi(t) = a(\cos \frac{1}{2}t)^{-1/2},
\]

which does not belong to \( L^2[-\pi, \pi] \). We have arrived at a contradiction, and the result follows. \( \blacksquare \)
Problems

1. Show that the system \( \{e^{\pm i(n+\frac{1}{2})t} : n = 1, 2, 3, \ldots \} \) is exact in \( L^2[-\pi, \pi] \).

   \((Hint:\) The function
   \[ g(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z^2}{\lambda_n^2}\right) \]
   is entire of exponential type at most \( \pi \) and bounded on the real axis.)

2. Show that if \( g(z) \) is defined as in Problem 1, then
   \[ g(x) \sim c \frac{\sin \pi(x + \frac{1}{4})}{\sqrt{x}} \text{ as } x \to \infty. \]

   \((Hint: \) \( g(z) = \frac{\Gamma^2(\frac{3}{4})}{\Gamma(\frac{1}{4} + z)\Gamma(\frac{1}{4} - z)} \).

3. Is the system \( \{e^{\pm i(n+\frac{1}{2})t} : n = 1, 2, 3, \ldots \} \) exact in \( L^2[-\pi, \pi] \)?

4 Some Intrinsic Properties of Sets of Complex Exponentials

The close interplay between entire functions of the form

\[ f(z) = \int_{-A}^{A} e^{itz} \, d\omega(t), \]

where \( \omega(t) \) is of bounded variation on the interval \([-A, A]\), and systems of complex exponentials \( \{e^{itn} \} \) endows these systems with special intrinsic properties. One of the most useful states that the completeness of such a system is unaffected when one of the terms \( e^{itz} \) is replaced by a different term \( e^{iut} \) (different from those already present). The proof of this assertion is particularly transparent in the case of \( L^2[-\pi, \pi] \). For if \( f(z) \) belongs to the Paley–Wiener space \( P \), if

\[ f(\lambda_n) = 0 \quad \text{whenever} \quad \lambda_n \neq \lambda \]

and if

\[ f(\mu) = 0. \]
then the function

\[ g(z) = \frac{z - \lambda}{z - \mu} f(z) \]

also belongs to \( \mathcal{P} \) and satisfies

\[ g(\lambda_n) = 0 \quad \text{for every } \lambda_n. \]

If \( \{e^{i\lambda_n t}\} \) is complete, then \( \{\lambda_n\} \) is a set of uniqueness for \( g(z) \), and so \( g(z) \) must vanish identically. It follows that \( f(z) \) must also vanish identically, and hence the new system (with \( e^{i\lambda t} \) replaced by \( e^{i\mu t} \)) is also complete.

For \( L^p \) spaces in general, the argument above must be modified. The essential ingredient is not the Paley–Wiener theorem, but the fact that if \( f(z) \) is the Fourier transform of an \( L^p \) function and \( f(\mu) = 0 \), then \( g(z) \) is also the Fourier transform of an \( L^p \) function. This is the content of the next theorem.

**Theorem 6.** Let

\[ f(z) = \int_{-\pi}^{\pi} \alpha(t) e^{izt} \, dt, \]

where \( \alpha(t) \in L^p[-\pi, \pi] \) and \( 1 \leq p < \infty \). If \( f(\mu) = 0 \) and

\[ g(z) = \frac{z - \lambda}{z - \mu} f(z), \]

then there exists a function \( \beta(t) \) in \( L^p[-\pi, \pi] \) such that

\[ g(z) = \int_{-\pi}^{\pi} \beta(t) e^{izt} \, dt. \quad (1) \]

The relation

\[ \beta(t) = \alpha(t) + i(\lambda - \mu) e^{-i\mu t} \int_{-\pi}^{\pi} \alpha(s) e^{ius} \, ds \quad (2) \]

holds almost everywhere on \([ -\pi, \pi ] \).
Proof. To motivate the proof, let us suppose that \( g(z) \) is in fact representable in the form (1), and then try to deduce (2). If (1) holds, then

\[
\frac{1}{z - \mu} \int_{-\pi}^{\pi} \alpha(t) e^{itz} \, dt = \frac{1}{z - \lambda} \int_{-\pi}^{\pi} \beta(t) e^{itz} \, dt.
\]

The trick in solving for \( \beta(t) \) is to transform each of these integrals by first rewriting \( e^{itz} \) as

\[
e^{itz} = e^{i(\lambda - \mu)t} e^{i\mu t}
\]

and then integrating by parts. When this is done, the result is

\[
\frac{1}{z - \mu} \int_{-\pi}^{\pi} \alpha(t) e^{itz} \, dt = \int_{-\pi}^{\pi} \alpha_1(t) e^{itz} \, dt,
\]

with \( \alpha_1(t) = -ie^{-i\mu t} \int_{-\pi}^{t} \alpha(s) e^{is\mu} \, ds \), and

\[
\frac{1}{z - \lambda} \int_{-\pi}^{\pi} \beta(t) e^{itz} \, dt = \int_{-\pi}^{\pi} \beta_1(t) e^{itz} \, dt,
\]

with \( \beta_1(t) = -ie^{-i\lambda t} \int_{-\pi}^{t} \beta(s) e^{is\lambda} \, ds \). It follows that

\[
\alpha_1(t) = \beta_1(t)
\]

almost everywhere on \( [-\pi, \pi] \), and so (almost everywhere)

\[
e^{i(\lambda - \mu)t} \int_{-\pi}^{t} \alpha(s) e^{is\mu} \, ds = \int_{-\pi}^{t} \beta(s) e^{is\lambda} \, ds.
\]

To obtain (2), differentiate both sides of this equation with respect to \( t \).

To prove the theorem, simply observe that all of the preceding steps are reversible; clearly, \( \beta(t) \in L^p[-\pi, \pi] \). 

Remark. A similar result holds when \( f(z) \) is of the form

\[
f(z) = \int_{-\pi}^{\pi} e^{itz} \, d\alpha(t),
\]

and \( \alpha(t) \) is of bounded variation on \( [-\pi, \pi] \), only now

\[
g(z) = \int_{-\pi}^{\pi} e^{itz} \, d\beta(t),
\]
with

\[ d\beta(t) = d\omega(t) + i(\lambda - \mu)e^{-i\mu t} \int_{-\pi}^{t} e^{ius} d\omega(s). \]

The following corollary is now immediate.

**Theorem 7.** The completeness of the system \( \{e^{i\lambda_n t}\} \) in \( L^p[-A, A], 1 \leq p < \infty \), or in \( C[-A, A] \) is unaffected if some \( \lambda_n \) is replaced by another number.

For the remainder of this section, we shall restrict attention to uniform approximation over a given finite interval of the real axis. The reader will have no difficulty in verifying that all results remain valid for approximations in the \( L^p \) metric.

In order that an arbitrary sequence of continuous functions \( f_1, f_2, f_3, \ldots \) defined on a closed interval \([a, b]\) be complete in the space \( C[a, b] \), it is necessary that every element of the space be uniformly approximable by finite combinations of the \( f_n \)'s. For sequences consisting of complex exponential functions \( e^{i\lambda_n t} \), the situation is dramatically simpler: such a system is a fortiori complete provided only that one other exponential function \( e^{i\lambda t} \) can be so approximated.

**Theorem 8.** The system \( \{e^{i\lambda_n t}\} \) is complete in \( C[a, b] \) if and only if its closed linear span contains one other exponential function \( e^{i\lambda t} \).

**Proof.** The necessity is trivial. For the sufficiency, suppose that for some number \( \lambda \) (different from every \( \lambda_n \)), the function \( e^{i\lambda t} \) can be uniformly approximated on \([a, b]\) by finite linear combinations of the elements \( e^{i\lambda_n t} \) \((n = 1, 2, 3, \ldots)\). Then the constant function 1 can be uniformly approximated by finite combinations of the elements \( e^{i(\lambda_n - \lambda)t} \). Since \( \lambda_n - \lambda \) is never zero, integration shows that all of the powers

\[ 1, t, t^2, t^3, \ldots \]

can be so approximated. We conclude that for each polynomial \( p(t) \) the function

\[ e^{i\lambda t} p(t) \]

can be uniformly approximated by finite linear combinations of elements from the set \( \{e^{i\lambda_n t}\} \). The proof is over: If \( f \) is an arbitrary element of \( C[a, b] \), then the function

\[ e^{-i\lambda t} f(t) \]
can be uniformly approximated on \([a, b]\) by a polynomial, and the result follows. ■

As a corollary we have the following theorem.

**Theorem 9.** Every incomplete set of complex exponentials in \(C[a, b]\) is minimal.

(Recall that a set of vectors in a normed vector space is said to be minimal if each vector in the set lies outside the closed subspace spanned by the others.)

**Definition.** A set of vectors in a normed vector space is said to be linked if each vector in the set lies within the closed subspace spanned by the others.

**Theorem 10.** Every set of complex exponentials in \(C[a, b]\) is either minimal or linked.

**Proof.** If the set \(\{e^{i\lambda t}\}\) is not complete in \(C[a, b]\), then by virtue of Theorem 9 it is minimal, and there is nothing more to be said. If it is complete, then it is either minimal or else some element, say \(e^{i\lambda_k t}\), belongs to the closed subspace spanned by the others. In the latter instance, the set \(\{e^{i\lambda_t}\}\) remains complete when the \(k\)th term is removed, and hence (by Theorem 7) when any term is removed. This shows that each element of the set \(\{e^{i\lambda_t}\}\) belongs to the closed subspace spanned by the others. ■

**Problems**

1. **(Paley–Wiener)** The system \(\{e^{i\lambda t}\}\) is minimal in \(L^2[-\pi, \pi]\) if and only if there exists a nontrivial entire function \(f(z)\) of exponential type at most \(\pi\), zero at every \(\lambda_n\), and such that

\[
\int_{-\infty}^{\infty} \frac{|f(x)|^2}{1 + x^2} \, dx < \infty.
\]

2. Let \(\{\lambda_n\}\) be an increasing sequence of positive real numbers. Show that in \(C[0, 1]\) the system \(\{e^{i\lambda_n}\}\) is either minimal or linked depending on whether the series \(\sum 1/\lambda_n\) is convergent or divergent.
3. Prove that the system \( \{e^{\lambda_n t}\}_{n=-\infty}^{\infty} \) is complete in \( L^p[-\pi, \pi] \), \( 1 < p < \infty \), whenever

\[
\sup_n |\text{Re} \lambda_n - n| < \frac{1}{2p} \quad \text{and} \quad \sup_n |\text{Im} \lambda_n| < \infty.
\]

5 Stability

We have seen that the completeness of the trigonometric system is preserved under sufficiently small perturbations of the integers. It is only natural to ask whether a similar assertion is true for sets of complex exponentials in general. Suppose, for example, that the set \( \{e^{i\lambda n t}\} \) is known to be complete in \( L^2[-\pi, \pi] \). Can we find a positive number \( \varepsilon \) with the property that the set \( \{e^{i\mu n t}\} \) is also complete in \( L^2[-\pi, \pi] \) whenever

\[
|\lambda_n - \mu_n| \leq \varepsilon, \quad n = 1, 2, 3, \ldots.
\]

The answer is no. Take

\[
\lambda_n = \begin{cases} n - \frac{1}{4}, & n > 0, \\ n + \frac{1}{4}, & n < 0. \end{cases}
\]

Then the set of exponentials \( \{e^{i\lambda n t}\} \) is complete in \( L^2[-\pi, \pi] \) by Theorem 5. Choose \( \varepsilon > 0 \) and put

\[
\mu_n = \begin{cases} \lambda_n + \varepsilon, & n > 0, \\ \lambda_n - \varepsilon, & n < 0. \end{cases}
\]

Then \( |\lambda_n - \mu_n| = \varepsilon \), and if \( \varepsilon \) is sufficiently small, then also \( \sup_n |\mu_n - n| < \frac{1}{4} \). It follows from Kadec's \( \frac{1}{4} \)-theorem that the set \( \{1, e^{i\mu n t}\} \) forms a (Riesz) basis for \( L^2[-\pi, \pi] \), and hence the removal of a single term (in particular, the element 1) leaves an incomplete set.

One of the ways in which condition (1) may be strengthened is by requiring that

\[
|\lambda_n - \mu_n| \leq \varepsilon_n, \quad n = 1, 2, 3, \ldots,
\]
and then imposing suitable restrictions on the $e_n$. It is always sufficient to take $\{e_n\}$ in $l^1$.

**Theorem 11.** Let $\{\lambda_n\}$ and $\{\mu_n\}$ be two sequences of real numbers for which

$$
\sum_{n=1}^{\infty} |\lambda_n - \mu_n| < \infty
$$

and let $1 \leq p < \infty$. If $\{e^{i\lambda_n t}\}$ is complete in $L^p[-A, A]$, then $\{e^{i\mu_n t}\}$ is also complete in $L^p[-A, A]$.

**Proof.** Suppose to the contrary that $\{e^{i\mu_n t}\}$ is not complete in $L^p[-A, A]$. Then there exists an entire function $f(z)$, equal to zero for every $\mu_n$, but not identically zero, and expressible in the form

$$
f(z) = \int_{-A}^{A} \phi(t)e^{jzt} dt,
$$

with $\phi(t)$ in $L^p[-A, A]$.

Motivated by Theorem 6, we define a sequence of functions $\phi_0, \phi_1, \phi_2, \ldots$ recursively by first setting $\phi_0 = \phi$ and then taking

$$
\phi_n(t) = \phi_{n-1}(t) + i(\lambda_n - \mu_n)e^{-i\mu_n t} \int_{-A}^{t} \phi_{n-1}(s)e^{i\mu_n s} ds \quad (n = 1, 2, 3, \ldots) \tag{2}
$$

Put

$$
f_n(z) = \int_{-A}^{A} \phi_n(t)e^{jzt} dt.
$$

Then

$$
f_n(z) = \frac{z - \lambda_n}{z - \mu_n} f_{n-1}(z) \quad (n = 1, 2, 3, \ldots) \tag{3}
$$

by virtue of Theorem 6, and consequently $f_n(z) = 0$ whenever $z$ is one of the points

$$
\lambda_1, \ldots, \lambda_n, \mu_{n+1}, \mu_{n+2}, \ldots.
$$

Assertion: $\{\phi_n\}$ is a Cauchy sequence in $L^p[-A, A]$. To prove this,
argue as follows. Since each \( \mu_n \) is real, (2) implies that

\[
\| \phi_n - \phi_{n-1} \| \leq 2A|\lambda_n - \mu_n| \cdot \| \phi_{n-1} \|
\]

or

\[
\| \phi_n - \phi_{n-1} \| \leq \varepsilon_n \| \phi_{n-1} \|, \tag{4}
\]

where \( \sum \varepsilon_n < \infty \). It follows that

\[
(1 - \varepsilon_n) \| \phi_n \| \leq \| \phi_{n-1} \| \leq (1 + \varepsilon_n) \| \phi_n \|. \tag{5}
\]

Notice that the right-hand side of (5) shows that the sequence of norms \( \| \phi_n \|, n = 1, 2, 3, \ldots \), is bounded: indeed,

\[
\| \phi_n \| \leq (1 + \varepsilon_1) \cdots (1 + \varepsilon_n) \| \phi \| \leq C \| \phi \|,
\]

where \( C = \prod_{n=1}^{\infty} (1 + \varepsilon_n) < \infty \). Therefore, by virtue of (4), we have

\[
\| \phi_{n+p} - \phi_n \| \leq \| \phi_{n+1} - \phi_n \| + \cdots + \| \phi_{n+p} - \phi_{n+p-1} \|
\]

\[
\leq \varepsilon_n + \cdots + \varepsilon_{n+p} \| \phi_{n+p-1} \|
\]

\[
\leq C \| \phi \| (\varepsilon_n + \cdots + \varepsilon_{n+p}),
\]

which tends to zero as \( n, p \to \infty \) since \( \sum \varepsilon_n < \infty \). This proves the assertion.

Accordingly, there is a function \( \psi \) in \( L^q[-A, A] \) such that \( \phi_n \to \psi \) in \( L^q[-A, A] \). Since no \( \phi_n \) is trivial (because of (3)), it follows that \( \psi \) is not trivial (because of (5)). Put

\[
g(z) = \int_{-A}^{A} \psi(t)e^{itz} dt.
\]

Since

\[
f_n(z) \to g(z) \quad \text{as} \quad n \to \infty,
\]

we conclude that

\[
g(\lambda_n) = 0 \quad \text{for every} \quad \lambda_n,
\]
and hence that \( \{e^{i\lambda_n t}\} \) is incomplete in \( L^2[-A, A] \). The contradiction proves the theorem. \( \Box \)

Theorem 11 provides a stability criterion for systems of complex exponentials \( \{e^{i\lambda_n t}\} \) whenever the \( \lambda_n \) undergo a suitable “horizontal” displacement. Under a “vertical” displacement, much more can be said (at least in \( L^2 \)).

**Theorem 12.** Let \( \{\lambda_n\} \) and \( \{\mu_n\} \) be two sequences of points lying in a fixed horizontal strip, and suppose that \( \text{Re } \lambda_n = \text{Re } \mu_n \).

If \( \{e^{i\lambda_n t}\} \) is complete in \( L^2[-\pi, \pi] \), then \( \{e^{i\mu_n t}\} \) is also complete in \( L^2[-\pi, \pi] \).

**Proof.** We may assume that neither set \( \{\lambda_n\} \) nor \( \{\mu_n\} \) contains the point \( z = 0 \) (why?). Arguing by contradiction, we suppose that \( \{e^{i\mu_n t}\} \) is not complete in \( L^2[-\pi, \pi] \), so that there exists an entire function \( f(z) \), zero for every \( \mu_n \), but not identically zero, and expressible in the form

\[
f(z) = \int_{-\pi}^{\pi} \phi(t)e^{izt} \, dt,
\]

where \( \phi \in L^2[-\pi, \pi] \). In addition, we may assume that \( f(0) = 1 \) (divide \( f(z) \) by a suitable power of \( z \) and then invoke Theorem 6).

We define a sequence of functions \( f_0, f_1, f_2, \ldots \) as follows:

\[
f_0(z) = f(z) \quad \text{and} \quad f_n(z) = f(z) \prod_{k=1}^{n} \frac{1 - z/\lambda_k}{1 - z/\mu_k} \quad (n = 1, 2, 3, \ldots).
\]

If \( n \geq 1 \), then each \( f_n(z) \) belongs to the Paley Wiener space \( \mathcal{P} \), assumes the value 1 at \( z = 0 \), and satisfies

\[
f_n(\lambda_k) = 0 \quad (k = 1, \ldots, n).
\]

We are going to show that the norms

\[
\| f_n \| = \left( \int_{-\infty}^{\infty} |f_n(x)|^2 \, dx \right)^{1/2}
\]
have a uniform upper bound for all values of \( n \). For this purpose, write
\[
f_n(z) = \int_{-\pi}^{\pi} \phi_n(t) e^{i\lambda t} \, dt,
\]
with \( \phi_n \) in \( L^2[-\pi, \pi] \). Since
\[
f_n(z) = \frac{\mu_n}{\lambda_n} \left( z - \frac{\lambda_n}{\lambda_n} \right) f_{n-1}(z)
\]
(by definition), Theorem 6 implies that
\[
\phi_n(t) = \frac{\mu_n}{\lambda_n} \left( \phi_{n-1}(t) + i(\lambda_n - \mu_n)e^{-i\lambda t} \int_{-\pi}^{\pi} \phi_{n-1}(s)e^{i\lambda s} \, ds \right).
\]
Since \( \{\text{Im} \lambda_n\} \) and \( \{\text{Im} \mu_n\} \) are both bounded, obvious estimates show that
\[
\| \phi_n \| \leq A \left( \frac{\mu_n}{\lambda_n} \| \phi_{n-1} \| \right)
\]
for some constant \( A \) and all values of \( n \), and hence
\[
\| \phi_n \| \leq A \| \phi \| \left( \frac{\mu_1 \cdots \mu_n}{\lambda_1 \cdots \lambda_n} \right).
\]
But the products
\[
\frac{\mu_1 \cdots \mu_n}{\lambda_1 \cdots \lambda_n}
\]
have a uniform upper bound for all values of \( n \). Indeed,
\[
\left| \frac{\mu_k}{\lambda_k} \right|^2 = 1 + \frac{(\text{Im} \mu_k)^2 - (\text{Im} \lambda_k)^2}{|\lambda_k|^2} \leq 1 + \frac{B}{|\lambda_k|^2}
\]
for some constant \( B \) and \( k = 1, 2, 3, \ldots \), and so
\[
\left( \frac{\mu_1 \cdots \mu_n}{\lambda_1 \cdots \lambda_n} \right)^2 \leq \prod_{k=1}^{\infty} \left( 1 + \frac{B}{|\lambda_k|^2} \right). \quad (6)
\]
Since \( f(z) \) is an entire function of order not exceeding 1, the exponent of convergence of its zeros is also no larger than 1, and so, in particular,

\[
\sum_{k=1}^{\infty} \frac{1}{|\mu_k|^2} < \infty.
\]

This shows that the series \( \sum_{k=1}^{\infty} 1/|\lambda_k|^2 \) is also convergent, and hence that the infinite product in (6) is finite. It follows that

\[
\sup_n \| \phi_n \| < \infty,
\]

and hence also that

\[
\sup_n \| f_n \| < \infty,
\]

since the Fourier transform is an isometry.

Since \( \check{\mathbf{P}} \) is a Hilbert space, a subsequence of \( \{f_n\} \) will converge weakly in \( \check{\mathbf{P}} \) to an element \( g \) of \( \check{\mathbf{P}} \). This means that

\[(f_{n_k}, h) \rightarrow (g, h) \quad \text{as} \quad k \rightarrow \infty\]

for a suitable sequence of integers \( \{n_k\} \) and all \( h \) in \( \check{\mathbf{P}} \). Choosing \( h \) to be the reproducing function at \( z \), we find

\[f_{n_k}(z) \rightarrow g(z) \quad \text{as} \quad k \rightarrow \infty\]

for every \( z \). In particular,

\[g(0) = 1 \quad \text{and} \quad g(\lambda_n) = 0 \quad \text{for} \quad n = 1, 2, 3, \ldots.\]

The proof is over. We have established the existence of a nontrivial function in \( \mathbf{P} \) that vanishes at every \( \lambda_n \). Conclusion: The system \( \{e^{i\lambda_n t}\} \) is not complete in \( L^2[−\pi, \pi] \). The contradiction proves the theorem. \( \blacksquare \)

We have thereby obtained the following strengthening of Theorem 4.

**Corollary.** If \( \{\lambda_n\} \) is a sequence of complex numbers for which

\[|\text{Re} \lambda_n| \leq |n| + \frac{1}{4} \quad \text{and} \quad |\text{Im} \lambda_n| \leq M \quad (n = 0, \pm 1, \pm 2, \ldots),\]

then the system \( \{e^{i\lambda_n t}\} \) is complete in \( L^2[−\pi, \pi] \).
Problems

1. (Redheffer) If

\[ \sum \frac{|\lambda_n - \mu_n|}{1 + |\text{Im} \lambda_n| + |\text{Im} \mu_n|} < \infty, \]

then the systems \( \{e^{i\lambda_n t}\} \) and \( \{e^{i\mu_n t}\} \) have the same excess or deficiency in \( L^p[-A, A] \) for \( 1 \leq p < \infty \). \( \text{Hint:} \) If \( \phi_n \) is defined as in the proof of Theorem 11, then

\[ \|\phi_n - \phi_{n-1}\| \leq \|\phi_{n-1}\| \cdot |\lambda_n - \mu_n| \cdot \min \left( 2A, \frac{1}{|\text{Im} \lambda_n|} \right). \]

2. Does the conclusion of Problem 1 still hold when \( L^p[-A, A] \) is replaced by \( C[-A, A] \)?

3. Prove that the condition

\[ |\lambda_n - n| < \frac{1}{4}, \quad n = 0, \pm 1, \pm 2, \ldots, \]

is not strong enough to guarantee that the system of exponentials \( \{e^{i\lambda_n t}\} \) is a basis for \( L^2[-\pi, \pi] \) (cf. Kadec's \( \frac{1}{4} \)-theorem).

6 Density and the Completeness Radius

For systems of complex exponentials \( \{e^{i\lambda_n t}\} \), the dichotomy between completeness and incompleteness, relative to a given space, is exceedingly complex. Thus, while the trigonometric system is incomplete in \( C[-\pi, \pi] \), it becomes complete on the addition of a single arbitrary term \( e^{i\lambda t} \).

An important measure of completeness, far less delicate than the algebraic notions of excess or deficiency, is that of the completeness radius.

Definition. Let \( \Lambda = \{\lambda_n\} \) be a sequence of real or complex numbers. The \textbf{completeness radius} of \( \Lambda \) is defined to be the number

\[ R(\Lambda) = \sup \{A : \{e^{i\lambda_n t}\} \text{ is complete in } C[-A, A]\}. \]

By convention, \( R(\Lambda) = 0 \) if the set \( \{e^{i\lambda_n t}\} \) fails to be complete over any interval \([-A, A]\) and \( R(\Lambda) = \infty \) if it is complete over every finite interval \([-A, A]\).
It is not difficult to show that the value of $R(\Lambda)$ remains the same if a finite number of points are removed from or adjoined to $\Lambda$. Moreover, the metric in the definition may be replaced by any $L^p$ metric, or by a variety of other topologies, and the value of $R(\Lambda)$ does not change (see Problems 2 and 5).

For a given sequence $\{\lambda_n\}$, the size of the corresponding completeness radius is closely related to the behavior of the ratio $n(r)/r$ as $r \to \infty$. (Here, as usual, $n(r)$ denotes the counting function of $\{\lambda_n\}$, the number of $\lambda_n$ for which $|\lambda_n| \leq r$.) We shall say that $\{\lambda_n\}$ has density $D$ ($0 \leq D \leq \infty$) if

$$\lim_{r \to \infty} \frac{n(r)}{r} = D.$$  

If the $\lambda_n$ are arranged in nondecreasing order of magnitude, then it follows readily from the definition that $\{\lambda_n\}$ has density $D$ if and only if

$$\lim_{n \to \infty} \frac{n}{|\lambda_n|} = D.$$  

A sequence that possesses a density will be called a **measurable sequence**.

The following theorem is simply a reformulation of Theorem 2 under the condition that $\{\lambda_n\}$ is measurable.

**Theorem 13.** If $\{\lambda_n\}$ is a sequence of positive numbers with density $D$ and completeness radius $R$, then $R \geq \pi D$.

Suppose now that $\{\lambda_n\}$ is a (not necessarily measurable) sequence of positive numbers, arranged so that $0 < \lambda_1 < \lambda_2 < \cdots$. It was shown by Pólya [1929] that of all the measurable sequences that contain $\{\lambda_n\}$ as a subsequence, there is one whose density is a minimum. This smallest density is called the *Pólya maximum density* of the sequence $\{\lambda_n\}$; it is equal to

$$\lim_{\xi \to 1^-} \limsup_{r \to \infty} \frac{n(r) - n(\xi r)}{r - \xi r}.$$  

It is clear that the Pólya maximum density is at least as large as the "upper density" $\limsup_{r \to \infty} n(r)/r$.

We state without proof (see Problem 8) the following impressive generalization of Theorem 13.

**Theorem 14 (Levinson).** If $\{\lambda_n\}$ is a sequence of positive numbers with Pólya maximum density $D$ and completeness radius $R$, then $R \geq \pi D$. 
Example. Consider the sequence \( \{ \lambda_n \} \) consisting of all integers \( m \) for which

\[
2^k < m \leq 2^k + 2^{k-1} \quad (k = 1, 2, 3, \ldots).
\]

Then \( \{ \lambda_n \} \) consists of the numbers

\[
3, \quad 5, 6, \quad 9, 10, 11, 12, \quad \ldots.
\]

It is easy to see that \( \{ \lambda_n \} \) is a nonmeasurable sequence with Pólya maximum density one, and so has completeness radius \( R = \pi \). Indeed, the sequence has density one in every interval \( (2^k, 2^k + 2^{k-1}) \), \( k = 1, 2, 3, \ldots \). It is precisely the density in these subintervals that determines the completeness properties of the system \( \{ e^{i \lambda_n} \} \).

Notice also that since

\[
\liminf_{n \to \infty} \frac{n}{\lambda_n} = \frac{1}{2},
\]

Theorem 2 implies only that \( R \geq \pi/2 \). The strength of Theorem 14 is thereby forcefully presented.

In the early studies of nonharmonic Fourier series, it was well known that for a large class of sequences having density \( D \) the corresponding completeness radius is always equal to \( \pi D \). Included in this category are those real sequences \( \{ \lambda_n \}_{n=\infty} \) that are symmetric \( \{ \lambda_{-n} = -\lambda_n, \ n = 0, 1, 2, \ldots \} \) and “close” to the integers in the sense that

\[
|\lambda_n - n| \leq L, \quad n = 0, \pm 1, \pm 2, \ldots
\]

(Paley and Wiener [1934, p. 94]). The conjecture by Schwartz [1943, p. 130] that every real symmetric sequence having density \( D \) must also have \( R = \pi D \) therefore seemed eminently reasonable. The conjecture proved false. It was finally and dramatically refuted by Kahane [1958], who constructed a real symmetric sequence for which \( D = 0 \) and \( R = \infty \). Equally surprising was the result of Koosis [1960] showing that there are subsets of the positive integers with \( D = 0 \) and \( R = \pi \).

Nevertheless, for a large class of sequences having density zero, one can conclude that the corresponding completeness radius must also be zero.

Theorem 15. If \( \Lambda = \{ \lambda_n \} \) is a sequence of real numbers such that \( \sum 1/|\lambda_n| < \infty \), then \( R(\Lambda) = 0 \).
The proof will require the following lemma.

**Lemma.** Let \( \{\lambda_n\} \) be a sequence of real numbers such that

\[
C = \sum_{n=1}^{\infty} \frac{1}{|\lambda_n|} < \infty.
\]

If

\[
f(z) = \prod_{n=1}^{\infty} \frac{\sin(\pi z/\lambda_n)}{\pi z/\lambda_n},
\]

then \( f(z) \) is a nontrivial entire function of exponential type at most \( \pi C \), bounded by 1 on the real axis, and zero at every \( \lambda_n \).

**Proof.** Observe first that since the function \( 1 - (\sin \pi z)/\pi z \) has a zero at the origin, there exists a constant \( B \) such that

\[
\left| 1 - \frac{\sin \pi z}{\pi z} \right| \leq B|z| \quad \text{whenever} \quad |z| \leq 1.
\]

Accordingly,

\[
\left| 1 - \frac{\sin(\pi z/\lambda_n)}{\pi z/\lambda_n} \right| \leq B \left| \frac{z}{\lambda_n} \right| \quad \text{for} \quad |z| \leq |\lambda_n| \quad (n = 1, 2, 3, \ldots).
\]

Since \( |\lambda_n| \to \infty \), it follows that the series

\[
\sum_{n=1}^{\infty} \left| 1 - \frac{\sin(\pi z/\lambda_n)}{\pi z/\lambda_n} \right|
\]

converges uniformly on each bounded subset of the plane (apply the Weierstrass M-Test). This shows that the infinite product in (1) defines an entire function \( f(z) \) that vanishes at every \( \lambda_n \) but does not vanish identically.

The simple estimate

\[
\left| \frac{\sin \pi z}{\pi z} \right| \leq e^{\pi |z|}
\]

implies that

\[
|f(z)| \leq e^{\pi C|z|},
\]
so that $f(z)$ is of exponential type at most $\pi C$. When $x$ is real, \(|\sin \pi x/\pi x| \leq 1\), and hence \(|f(x)| \leq 1\). \qed

It is worth pointing out that we could not have taken $f(z)$ to be the canonical product

$$P(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z}{\lambda_n}\right).$$

Indeed, $P(z)$ is of exponential type zero (by Theorem 2.7), and so cannot be bounded along the real axis (apply Bernstein’s inequality).

The proof of Theorem 15 is now readily established.

**Proof of Theorem 15.** Let $A$ be an arbitrary positive number. We are going to show that there exists an entire function $f(z)$, zero for every $\lambda_n$, but not identically zero, and expressible in the form

$$f(z) = \int_{-A}^{A} \phi(t)e^{itz} dt,$$

with $\phi(t)$ in $C[-A, A]$. This will show that the corresponding system of exponentials \(\{e^{iz_n}\}\) is incomplete in $L^p[-A, A]$ for $1 \leq p < \infty$ and hence that $R(A) = 0$.

Choose $N$ so large that

$$\sum_{n \geq N} \frac{1}{|\lambda_n|} < \frac{A}{\pi},$$

and define

$$g(z) = \prod_{n \geq N} \frac{\sin(\pi z/\lambda_n)}{\pi z/\lambda_n}.$$  

It follows from the lemma that $g(z)$ is a nontrivial entire function of exponential type at most $A$, bounded on the real axis, and zero for $z - \lambda_n$ ($n = N + 1, N + 2, N + 3, \ldots$). Let \(\{z_1, \ldots, z_M\}\) be a set of $M = N + 2$ zeros of $g(z)$, none of which belongs to the sequence \(\{\lambda_n\}\), and form the rational function

$$r(z) = \frac{\prod_{n=1}^{N-1} (z - \lambda_n)}{\prod_{n=1}^{M} (z - z_n)}.$$
Evidently,

\[ r(z) = O\left(\frac{1}{|z|^2}\right) \quad \text{as} \quad |z| \to \infty. \]

Put

\[ f(z) = r(z)g(z). \]

Then \( f(z) \) is an entire function of exponential type at most \( A \), zero at every \( \lambda_n \), and not identically zero; in addition, \( f(z) \in L^1 \cap L^2 \) along the real axis. By the Paley-Wiener theorem, we can write

\[ f(z) = \int_{-A}^{A} \phi(t)e^{itz} \, dt, \]

with \( \phi \in L^2[-A, A] \). But the Fourier transform of an \( L^1 \) function is continuous, and hence \( \phi \in C[-A, A] \). \( \blacksquare \)

The far-reaching study of the completeness radius culminated after more than thirty years in the celebrated work of Beurling and Malliavin [1967]. In a complete solution to the problem, these authors showed that for an arbitrary sequence \( \Lambda \) of real or complex numbers, the corresponding completeness radius \( R(\Lambda) \) is proportional to a suitably defined "density" of \( \Lambda \). The proof, requiring new and deep properties of harmonic and entire functions, is well beyond the scope of the present work.

Research on the broader question of completeness over an interval of length \( 2R(\Lambda) \) flourishes.

**Problems**

1. Let \( n(r) \) denote the counting function of a real increasing sequence \( \lambda_1, \lambda_2, \lambda_3, \ldots \). Show that

\[ \limsup_{r \to \infty} \frac{n(r)}{r} = \limsup_{n \to \infty} \frac{n}{\lambda_n}. \]

Show also that a similar equality holds when \( \limsup \) is replaced by \( \liminf \).

2. Show that the value of the completeness radius does not change if
in the definition we replace $C[-A, A]$ by any one of the spaces $L^p[-A, A]$ with $1 \leq p < \infty$.

3. Show that the completeness radius of the sequence $\{\lambda_n\}$ is equal to the greatest lower bound of positive numbers $\tau$ for which there exists an entire function of exponential type $\tau$, bounded on the real axis, and zero for every $\lambda_n$.

4. Prove that if the sequence $\{\lambda_n\}$ has completeness radius $R$, then the system of exponentials $\{e^{i\lambda_n x}\}$ has infinite excess in $C[a, b]$ whenever $b - a < 2R$ and infinite deficiency whenever $b - a > 2R$.

5. (a) Let $\{\lambda_1, \lambda_2, \lambda_3, \ldots\}$ and $\{\mu_1, \mu_2, \mu_3, \ldots\}$ have completeness radii $R_1$ and $R_2$, respectively. Show that $\{\lambda_1, \mu_1, \lambda_2, \mu_2, \ldots\}$ has completeness radius no larger than $R_1 + R_2$.

(b) Show that the value of $R$ is unaffected by the addition or removal of any number of (real) terms $\lambda_n$ for which $\sum 1/|\lambda_n| < \infty$.

6. Give an example of a sequence for which the upper density is arbitrarily small and yet the Pólya maximum density is infinite.

7. For the example following Theorem 14, compute the value of the upper density of $\{\lambda_n\}$.

8. Prove Theorem 14 by assuming as known the following important but deep fact: the zeros of an entire function of exponential type $\tau > 0$ that is bounded on the real axis have an equal density $\tau/\pi$ in both the right-hand and left-hand planes (Levinson [1940, Theorem VIII]).

9. Show that if $\Lambda = \{\lambda_n\}$ is a sequence of complex numbers for which

$$\sum_{n=1}^{\infty} \frac{|\text{Im} \lambda_n|}{|\lambda_n|^2} = \infty,$$

then $R(\Lambda) = \infty$.

10. Determine the completeness radius of the sequence $\{2, 3, 5, 7, \ldots\}$ consisting of all prime numbers.
4 INTERPOLATION AND BASES IN HILBERT SPACE

Interpolation and approximation often appear as two sides of the same coin; results about the one frequently imply results about the other.

In the present chapter we shall exploit this duality to gain added information about Riesz bases in Hilbert space. This will then serve as the basis for a more penetrating analysis of nonharmonic Fourier series in $L^2[-\pi, \pi]$.

Interpolation problems in an abstract Hilbert space have as their prototype the following classical trigonometric moment problem in $L^2[-\pi, \pi]$:

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \phi(t) e^{-int} dt = c_n \quad (n = 0, \pm 1, \pm 2, \ldots).$$

Here the $c_n$'s are given complex numbers and a solution $\phi$ in $L^2[-\pi, \pi]$ is sought. As is well known, a solution will exist when and only when the scalar sequence \{c_n\} belongs to $l^2$. The unique solution—unique because the trigonometric system is complete—is then given by

$$\phi(t) = \sum_{n=-\infty}^{\infty} c_n e^{int}.$$

In its logical extension to an abstract Hilbert space $H$, the aforementioned trigonometric moment problem takes the form

$$(f, f_n) = c_n \quad (n = 1, 2, 3, \ldots).$$

Here $f_1, f_2, f_3, \ldots$ are vectors belonging to $H$, $c_1, c_2, c_3, \ldots$ are scalars,
and \( f \in H \) is to be found. Two special classes of sequences \( \{f_n\} \) will play a prominent role: (1) those for which

\[
\sum_{n=1}^{\infty} |(f, f_n)|^2 < \infty
\]

whenever \( f \in H \) (Bessel sequences), and (2) those for which the interpolation problem

\[
(f, f_n) = c_n \quad (n = 1, 2, 3, \ldots)
\]

is solvable whenever \( \{c_n\} \in l^2 \) (Riesz–Fischer sequences).

The first detailed investigation of sequences satisfying a "Bessel" property or a "Riesz–Fischer" property was made by Bari [1951]. Shared by every orthonormal basis, these two properties are—as we shall subsequently show—the critical ingredients of every Riesz basis.

## 1 Moment Sequences in Hilbert Space

Let \( H \) be a Hilbert space and \( \{f_1, f_2, f_3, \ldots\} \) a fixed but arbitrary sequence of vectors from \( H \). By the \( n \)th moment of an element \( f \in H \) we mean the inner product \((f, f_n)\). The sequence

\[
\{(f, f_n)\}_{n=1}^{\infty}
\]

is called the moment sequence of \( f \), and the collection of all moment sequences is called the moment space of \( \{f_n\} \). The moment space will be denoted by \( M \).

It is clear that \( M \) is a vector space under pointwise addition and scalar multiplication.

We shall be concerned with the following questions:

(i) When does a given sequence of scalars belong to \( M \), i.e., under what conditions on \( \{c_n\} \) does the moment problem

\[
(f, f_n) = c_n \quad (n = 1, 2, 3, \ldots)
\]

admit at least one solution?

(ii) If there is a solution, is it unique?

(iii) How can the solutions, if any, be recaptured from \( \{c_n\} \)?
Of these questions, uniqueness alone is trivial: in order that the system of equations (1) shall admit at most one solution for every choice of the scalars $c_1, c_2, c_3, \ldots$, it is necessary and sufficient that $\{f_n\}$ be complete.

**Proposition 1.** Let $\{f_1, f_2, f_3, \ldots\}$ be a sequence of vectors belonging to a Hilbert space $H$. If for some sequence of scalars $\{c_1, c_2, c_3, \ldots\}$ the system (1) has a solution $f \in H$, then it has a unique solution of minimal norm.

**Proof.** Let $Y$ be the closed subspace of $H$ spanned by the elements $f_1, f_2, f_3, \ldots$. Then $Y$ contains at most one solution to the moment problem. For if $f$ and $g$ were solutions, each belonging to $Y$, then $f - g$ would belong to both $Y$ and $Y^\perp$. Since $Y \cap Y^\perp = \{0\}$, $f - g$. To see that $Y$ contains at least one solution to the moment problem, let $f$ be an arbitrary solution in $H$ and write

$$f = \alpha + \beta,$$

where $\alpha \in Y$ and $\beta \in Y^\perp$. Clearly $(\alpha, f_n) = c_n$ for every $n$. Since

$$\|\alpha\| < \|f\|,$$

unless $f = \alpha$, it follows that $\alpha$ is the unique solution of minimal norm. $\blacksquare$

**Example 1 (Finite Interpolation).** Let $\{f_1, \ldots, f_n\}$ be a linearly independent set of vectors from $H$. Then the finite moment problem

$$(f, f_i) = c_i \quad (i = 1, \ldots, n)$$

has at least one solution $f \in H$ for every choice of the scalars $c_1, \ldots, c_n$. This follows easily from the fact that the Gram determinant

$$G = \det((f_i, f_j))_{i,j=1}^n$$

of an independent set is never zero. Indeed, the (unique) solution of minimal norm is then given explicitly by the determinantal formula

$$f = -\frac{1}{G} \det \begin{pmatrix}
0 & f_1 & \cdots & f_n \\
\cdots & \cdots & \cdots & \cdots \\
c_n & (f_1, f_1) & \cdots & (f_n, f_1) \\
\end{pmatrix}. $$
Example 2. The moment space of a Riesz basis is $l^2$. For if $\{f_n\}$ is a Riesz basis for a separable Hilbert space $H$, then it possesses a unique biorthogonal sequence $\{g_n\}$ which, by duality, is also a Riesz basis. If $\{c_n\} \in l^2$, then the series

$$\sum_{n=1}^{\infty} c_n g_n$$

converges to an element $f \in H$ which clearly satisfies (1). Accordingly, $M \supset l^2$. On the other hand, the expansion

$$f = \sum_{n=1}^{\infty} (f, f_n)g_n$$

is valid for every element of $H$, so that $\{(f, f_n)\} \in l^2$ and hence $M \subset l^2$. Thus $M = l^2$.

Example 3. Let $\{\lambda_n\}$ be a symmetric sequence ($\lambda_{-n} = -\lambda_n$) of real numbers, and consider the following "generalized" trigonometric moment problem in $L^2[\pi, \pi]$: 

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \phi(t)e^{-i\lambda_n t} \, dt = c_n \quad (n = 0, \pm 1, \pm 2, \ldots). \quad (2)$$

If $\{e^{i\lambda_n t}\}$ is in some sense "close" to the trigonometric system, then (2) can be solved explicitly for $\phi$.

We shall suppose that the system $\{e^{i\lambda_n t}\}$ forms a Riesz basis for $L^2[\pi, \pi]$. Then its moment space is $l^2$, and (2) admits a solution whenever $\{c_n\}$ is square-summable, and for these sequences only. If $\{g_n\}$ is the unique sequence in $L^2[\pi, \pi]$ biorthogonal to $\{e^{i\lambda_n t}\}$, then the unique solution to (2) is given by the norm-convergent series 

$$\phi(t) = \sum_{n=-\infty}^{\infty} c_n g_n(t).$$

We shall determine the $g_n$'s explicitly. For this purpose the following theorem will be needed.

Theorem 1. Let $\{\lambda_n\}$ be a symmetric sequence of real or complex numbers.
If the system of exponentials \( \{e^{i\lambda_n t}\} \) is exact in \( L^2[-\pi, \pi] \), then the product

\[
\prod_{n=1}^{\infty} \left(1 - \frac{z^2}{\lambda_n^2}\right)
\]

converges to an entire function which belongs to the Paley–Wiener space.

**Proof.** If the system \( \{e^{i\lambda_n t}\} \) is exact, then there exists an entire function \( f(z) \) which belongs to the Paley–Wiener space \( \mathbf{P} \) such that \( f(\lambda_0) = 1 \) and \( f(\lambda_n) = 0 \) for \( n \neq 0 \). By Theorem 2.18 we can write

\[
f(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \varphi(t)e^{itz} dt,
\]

with \( \varphi \in L^2[-\pi, \pi] \). Since \( \{\lambda_n\} \) is symmetric, \( \varphi(-t) \) has the same orthogonality properties as \( \varphi(t) \). But \( \varphi(t) \) is unique (because \( \{e^{i\lambda_n t}\} \) is complete) and so must be even. Hence \( f(z) \) is even.

Now \( f(z) \) can vanish only at the \( \lambda_n \)'s with \( n \neq 0 \). For if \( f(z) \) were zero for some other value, \( z - \gamma \), say, then the function

\[
\frac{zf(z)}{z - \gamma}
\]

would also belong to \( \mathbf{P} \) and would vanish at every \( \lambda_n \). The system \( \{e^{i\lambda_n t}\} \) would then be incomplete in \( L^2[-\pi, \pi] \), contrary to hypothesis. By Hadamard’s factorization theorem

\[
f(z) = e^{\pi z} \prod_{n=1}^{\infty} \left(1 - \frac{z^2}{\lambda_n^2}\right).
\]

Since \( f(z) \) and the canonical product are both even, \( A = 0 \) and hence

\[
f(z) = \prod_{n=1}^{\infty} \left(1 - \frac{z^2}{\lambda_n^2}\right).
\]

Returning now to Example 3, we write

\[
G(z) = z \prod_{n=1}^{\infty} \left(1 - \frac{z^2}{\lambda_n^2}\right).
\]
For each integer \( n \), the entire function \( G_n(z) \) defined by

\[
G_n(z) = \frac{G(z)}{G'(\lambda_n)(z - \lambda_n)}
\]

belongs to the Paley–Wiener space. Assertion: \( g_n \) is the inverse Fourier transform of \( G_n \), i.e., for almost all \( t \in [-\pi, \pi] \),

\[
g_n(t) = \int_{-\infty}^{\infty} G_n(x)e^{iat} \, dx,
\]

where the integral is understood to be a \textit{limit in the mean} (in the \( L^2 \) sense). Call the right side \( h_n(t) \). By the Paley–Wiener theorem, \( h_n(t) = 0 \) almost everywhere outside \([-\pi, \pi]\). By the Fourier inversion formula,

\[
G_n(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} h_n(t)e^{-iat} \, dt,
\]

and therefore

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} h_n(t)e^{-i\lambda nt} \, dt = \delta_{nm}.
\]

Since the system \( \{e^{i\lambda nt}\} \) has a \textit{unique} biorthogonal sequence, we must have \( g_n = h_n \) for every \( n \), as asserted.

By means of the Fourier isometry, the entire preceding discussion can be transformed into the Paley Wiener space. The exponentials \( e^{i\lambda nt} \) are transformed into the reproducing functions

\[
K_n(z) = \frac{\sin \pi(z - \lambda_n)}{\pi(z - \lambda_n)},
\]

\( g_n(t) \) is transformed into \( G_n(z) \), while the moment problem itself becomes

\[
f(\lambda_n) = c_n \quad (n = 0, \pm 1, \pm 2, \ldots),
\]

since \( f(\lambda_n) = (f, K_n) \). Here \( \{c_n\} \in l^2 \) and \( f \in \mathcal{P} \) is to be found. The solution is immediate: \( f(z) \) is given by the norm-convergent series

\[
f(z) = \sum_{n=-\infty}^{\infty} \frac{c_n G(z)}{G'(\lambda_n)(z - \lambda_n)}.
\]
Moreover, since the expansion

\[ f = \sum_{n=-\infty}^{\infty} (f, K_n) G_n \]

is valid for every function \( f \) belonging to \( \mathcal{P} \) and \( \{ G_n \} \) is a Riesz basis for \( \mathcal{P} \), it follows that

\[ \sum |f(\lambda_n)|^2 < \infty \quad \text{for all } f. \]

Thus, (3), with \( \{ c_n \} \) in \( l^2 \), represents the most general function in \( \mathcal{P} \).

Formula (3) is a simple example of a "generalized" Lagrange interpolation formula for an entire function assuming the values \( c_n \) at the points \( \lambda_n \). We have obtained it under the assumption that \( \{ \lambda_n \} \) is a symmetric sequence of real numbers for which the corresponding system of exponentials \( \{ e^{i\lambda_n t} \} \) constitutes a Riesz basis for \( L^2[-\pi, \pi] \). In particular, the formula is valid whenever \( \{ \lambda_n \} \) is real, symmetric, and

\[ |\lambda_n - n| \leq L < \frac{1}{4}, \quad n = 0, \pm 1, \pm 2, \ldots, \]

by virtue of Theorem 1.14. If we choose \( \lambda_n = n \), then \( G(z) = (\sin \pi z)/\pi \), and (3) reduces to the "cardinal series" for \( f(z) \).

The preceding examples indicate that there can be no simple solution to the general moment problem \( (f, f_n) = c_n, n = 1, 2, 3, \ldots \). The following theorem provides a criterion for a solution which, although both necessary and sufficient, is in practice difficult to apply. Nevertheless, in the absence of additional information about the \( f_n \)'s, it is frequently of use.

**Theorem 2.** Let \( \{ f_1, f_2, f_3, \ldots \} \) be a sequence of vectors belonging to a Hilbert space \( H \) and \( \{ c_1, c_2, c_3, \ldots \} \) a sequence of scalars. In order that the equations

\[ (f, f_n) = c_n \quad (n = 1, 2, 3, \ldots) \]

shall admit at least one solution \( f \in H \) for which \( \| f \| \leq M \), it is necessary and sufficient that

\[ |\sum a_n c_n| \leq M \| \sum a_n f_n \| \quad (4) \]

for every finite sequence of scalars \( \{ a_n \} \).
**Proof.** The necessity is trivial: if \( \{a_n\} \) is an arbitrary finite sequence of scalars, then

\[
|\sum a_n c_n| = |(f, \sum a_n f_n)| \leq M \|\sum a_n f_n\|.
\]

For the sufficiency, let \( Y \) be the subspace spanned by the elements \( f_1, f_2, f_3, \ldots \) and define \( \mu \) on \( Y \) by setting

\[
\mu(\sum a_n f_n) = \sum a_n \tilde{c}_n
\]

for every finite sequence of scalars \( \{a_n\} \). Condition (4) guarantees that \( \mu \) is defined unambiguously as a bounded linear functional on \( Y \), with norm not exceeding \( M \). It follows that we may extend \( \mu \) to all of \( H \) so that

\[
|\mu(f)| \leq M \|f\|.
\]

(Notice that the possibility of extending \( \mu \) in this way need not rely on the Hahn–Banach theorem: first extend \( \mu \) to the closure of \( Y \) "by continuity" and then define \( \mu(f) = 0 \) for \( f \in Y^\perp \).)

By the Riesz representation theorem, there is a vector \( f \in H \) such that \( \mu(g) = (g, f) \) for every \( g \in H \). It follows that \( (f, f_n) = c_n \) (\( n = 1, 2, 3, \ldots \)) and \( \|f\| - \|\mu\| \leq M \).

---

**Problems**

1. Let \( X \) be an \( n \)-dimensional vector space, \( X' \) its algebraic dual, and \( \{x_1, \ldots, x_n\} \) and \( \{f_1, \ldots, f_n\} \) linearly independent subsets of \( X \) and \( X' \), respectively. Prove that the generalized Gram determinant

\[
\det(f_i(x_j))_{i,j=1}^n
\]

is not zero.

2. Let \( \{f_1, f_2, f_3, \ldots\} \) be a linearly independent set of vectors belonging to a Hilbert space \( H \), and suppose that the system

\[
(f, f_n) = c_n \quad (n = 1, 2, 3, \ldots)
\]

admits at least one solution. Let \( h \) be the (unique) solution of minimal norm. Let \( h_n \) (\( n = 1, 2, 3, \ldots \)) be the (unique) solution of minimal norm of the system

\[
(f, f_i) = c_i \quad (i = 1, \ldots, n).
\]

Show that \( h_n \to h \) in norm.
3. Let \( \{f_1, f_2, f_3, \ldots\} \) be a basis for a Hilbert space \( H \) and \( M \) its corresponding moment space. Show that \( \{f_n\} \) is a Bessel basis if and only if \( M \supseteq l^2 \) and a Hilbert basis if and only if \( M \subset l^2 \). (For the definitions of Bessel and Hilbert bases, see Problem 4, Section 1.8.)

4. Prove that if \( f(t) \in L^2[0, 1] \) and \( c_n = \int_0^1 t^n f(t) \, dt, \ n = 0, 1, 2, \ldots, \) then \( \{c_n\} \in l^2 \). (Hint: Show that the series \( \sum_{n=0}^{\infty} b_n c_n \) is convergent whenever \( \{b_n\} \in l^2 \).)

5. Let \( \{\lambda_n\} \) be a symmetric sequence of real or complex numbers such that the system of exponentials \( \{e^{i\lambda_n t}\} \) forms a Riesz basis for \( L^2[-\pi, \pi] \). Show that the canonical product

\[
\prod_{n=1}^{\infty} \left( 1 - \frac{z^2}{\lambda_n^2} \right)
\]

is an entire function of exponential type \( \pi \).

6. Let \( x_1, \ldots, x_n \) be \( n \) linearly independent vectors from a normed vector space \( X \) and let \( c_1, \ldots, c_n \) be arbitrary scalars, not all zero. Show that there exists an element \( f \in X^* \) such that

\[
f(x_i) = c_i \quad (i = 1, \ldots, n).
\]  

(5)

7. With \( \{x_1, \ldots, x_n\} \) and \( \{c_1, \ldots, c_n\} \) as in Problem 6, define \( \lambda = \lambda(c_1, \ldots, c_n) \) by putting

\[
\frac{1}{\lambda} = \inf_{\xi} \| \xi_1 x_1 + \cdots + \xi_n x_n \|,
\]

where the infimum is over all scalars \( \xi_1, \ldots, \xi_n \) for which

\[
c_1 \xi_1 + \cdots + c_n \xi_n = 1.
\]

(a) Show that the infimum is attained.

(b) Show that the system (5) in Problem 6 has at least one solution \( f \in X^* \) for which \( \| f \| \leq L \) if and only if \( L \geq \lambda \).

(c) Show that \( \lambda \) is the minimum of the norms of all elements \( f \in X^* \) that satisfy (5).

2 Bessel Sequences and Riesz–Fischer Sequences

Bessel’s inequality and the Riesz–Fischer theorem together embody one of the fundamental characteristics of an orthonormal basis: the moment
space is $l^2$. Because of their intrinsic importance, these properties have been abstracted.

**Definition.** A sequence $\{f_1, f_2, f_3, \ldots\}$ of vectors belonging to a Hilbert space $H$ is said to be a **Bessel sequence** if

$$\sum_{n=1}^{\infty} |(f, f_n)|^2 < \infty$$

for every element $f \in H$. The sequence is called a **Riesz–Fischer sequence** if the moment problem

$$(f, f_n) = c_n \quad (n = 1, 2, 3, \ldots) \quad (1)$$

admits at least one solution $f \in H$ whenever $\{c_n\} \in l^2$.

Thus, $\{f_n\}$ is a Bessel sequence whenever its moment space is a subset of $l^2$, while it is a Riesz–Fischer sequence if its moment space contains $l^2$.

**Proposition 2.** Let $\{f_n\}$ be a sequence of vectors belonging to a Hilbert space $H$. If $\{f_n\}$ is a Bessel sequence, then there exists a constant $M$ such that

$$\sum_{n=1}^{\infty} |(f, f_n)|^2 \leq M \|f\|^2$$

for every $f$ in $H$. If $\{f_n\}$ is a Riesz–Fischer sequence, then there exists a constant $m$ such that (1) has at least one solution $f$ satisfying

$$\|f\|^2 \leq \frac{1}{m} \sum_{n=1}^{\infty} |c_n|^2,$$

provided $\{c_n\} \in l^2$.

The proof of the proposition is left to the reader (see Problem 3). The numbers $m$ and $M$ appearing in the proposition are called **bounds** for the sequence.

We state the following corollary separately in view of its importance for applications.
Corollary. If \( \{f_n\} \) is a Riesz–Fischer sequence in a Hilbert space, then the unit ball of \( l^2 \) can be interpolated in a uniformly bounded way.

The next theorem provides a fundamental characterization of Bessel sequences and Riesz–Fischer sequences in a Hilbert space.

**Theorem 3.** Let \( \{f_1, f_2, f_3, \ldots\} \) be a sequence of vectors belonging to a Hilbert space \( H \). Then

(i) \( \{f_1, f_2, f_3, \ldots\} \) is a Bessel sequence with bound \( M \) if and only if the inequality

\[
\| \sum c_n f_n \|^2 \leq M \sum |c_n|^2
\]

holds for every finite sequence of scalars \( \{c_n\} \);

(ii) \( \{f_1, f_2, f_3, \ldots\} \) is a Riesz–Fischer sequence with bound \( m \) if and only if the inequality

\[
m \sum |c_n|^2 \leq \| \sum c_n f_n \|^2
\]

holds for every finite sequence of scalars \( \{c_n\} \).

**Proof.** (i) For the necessity, let \( \{c_n\} \) be an arbitrary finite sequence of scalars and put \( f = \sum c_n f_n \). Then

\[
\| f \|^4 = |(f, f)|^2 = |\sum \bar{c}_n (f, f_n)|^2
\]

\[
\leq \sum |c_n|^2 \sum |(f, f_n)|^2
\]

\[
\leq M \| f \|^2 \sum |c_n|^2,
\]

by Proposition 2. Dividing by \( \| f \|^2 \), we find

\[
\| f \|^2 \leq M \sum |c_n|^2.
\]

For the sufficiency, observe first that

\[
\left\| \sum_{n=1}^{\infty} c_n f_n \right\|^2 \leq M \sum_{n=1}^{\infty} |c_n|^2
\]

whenever \( \{c_n\} \in l^2 \). If \( f \) is a fixed but arbitrary element of \( H \), then for every
square-summable sequence \( \{ c_n \} \) we have

\[
\left| \sum_{n=1}^{\infty} c_n (f, f_n) \right|^2 = \left| \left( f, \sum_{n=1}^{\infty} \bar{c}_n f_n \right) \right|^2 \\
\leq \| f \|^2 \cdot \left\| \sum_{n=1}^{\infty} \bar{c}_n f_n \right\|^2 \\
\leq M \| f \|^2 \sum_{n=1}^{\infty} |c_n|^2.
\]

It follows that

\[
\sum_{n=1}^{\infty} |(f, f_n)|^2 \leq M \| f \|^2,
\]

by the converse to Hölder's inequality.

(ii) For the necessity, fix an arbitrary finite sequence of scalars \( \{ c_1, \ldots, c_N \} \) and choose \( a_1, a_2, a_3, \ldots \) so that (1) \( a_n = 0 \) if \( n > N \), (2) \( \sum_{n=1}^{N} |a_n|^2 = 1 \), and (3) \( \sum_{n=1}^{N} \bar{a}_n c_n = \sum_{n=1}^{N} |c_n|^2 \).

By Proposition 2, there is a constant \( m \) (independent of \( N \) and \( c_1, \ldots, c_N \)) such that the moment problem

\[
(f, f_n) = a_n \quad (n = 1, 2, 3, \ldots)
\]

has at least one solution \( f \) with \( \| f \|^2 \leq 1/m \). Applying Theorem 2, we find that

\[
\sum_{n=1}^{N} |c_n|^2 = \left| \sum_{n=1}^{N} \bar{a}_n c_n \right|^2 \leq \frac{1}{m} \left\| \sum_{n=1}^{N} c_n f_n \right\|^2,
\]

and the result follows.

As for the sufficiency, it is enough to show that (3) has a solution \( f \) with \( \| f \|^2 \leq 1/m \) whenever \( \sum_{n=1}^{\infty} |a_n|^2 \leq 1 \). Suppose then that \( \{ a_n \} \) belongs to the unit ball of \( l^2 \) and let \( c_1, \ldots, c_N \) be arbitrary scalars. Since

\[
\left| \sum_{n=1}^{N} \bar{a}_n c_n \right|^2 \leq \sum_{n=1}^{N} |c_n|^2 \leq \frac{1}{m} \left\| \sum_{n=1}^{N} c_n f_n \right\|^2,
\]

the result is, once again, a consequence of Theorem 2. ■
The criteria of Theorem 3 can be phrased more succinctly in the language of operators. Thus, \( \{f_1, f_2, f_3, \ldots\} \) is a Bessel sequence if and only if, given an arbitrary orthonormal basis \( \{e_1, e_2, e_3, \ldots\} \) for \( H \), there exists a bounded linear operator \( T: H \rightarrow H \) such that
\[
Te_n = f_n \quad \text{for} \quad n = 1, 2, 3, \ldots;
\]
it is a Riesz–Fischer sequence if and only if there exists a bounded linear operator \( S: H \rightarrow H \) such that
\[
Sf_n = e_n \quad \text{for} \quad n = 1, 2, 3, \ldots.
\]

An equivalent formulation in terms of the Gram matrix
\[
A = ((f_i, f_j))_{i, j=1}^{\infty}
\]
is also useful. In this setting, \( \{f_1, f_2, f_3, \ldots\} \) is a Bessel sequence with bound \( M \) if and only if \( A \) defines a bounded (self-adjoint) operator on \( l^2 \), with norm not exceeding \( M \). Reason: \( A \) is bounded by \( M \) if and only if the associated quadratic form
\[
\sum_{i, j=1}^{\infty} (f_i, f_j)c_i \overline{c_j}
\]
is bounded by \( M \), and this form equals \( \| \sum_{i=1}^{\infty} c_i f_i \|^{2} \). Similarly, \( \{f_1, f_2, f_3, \ldots\} \) is a Riesz–Fischer sequence with bound \( m \) if and only if the “sections” of \( A \) are bounded from below by \( m \). This means that
\[
m \|c\| \leq \|A_n c\|
\]
for all \( n \)-tuples \( c = (c_1, \ldots, c_n) \) and all \( n \). Here the norms are Euclidean norms, and \( A_n \) is the \( n \times n \) matrix \( ((f_i, f_j))_{i, j=1}^{n} \). The reader will verify that this is equivalent to
\[
m \|c\|^2 \leq (A_n c, c)
\]
for all \( n \) and \( c \); it is also equivalent to \( \|A_n^{-1}\| \leq 1/m \) for all \( n \).

**Example 1.** The sequence of powers \( \{1, t, t^2, \ldots\} \) forms a Bessel sequence
in \( L^2[0, 1] \). In fact, if \( f \in L^2[0, 1] \) and \( c_n = \int_0^1 t^n f(t) \, dt \), then

\[
\sum_{n=0}^{\infty} |c_n|^2 \leq \pi \int_0^1 |f(t)|^2 \, dt.
\]

The constant \( \pi \) is the best possible. Reason: The corresponding Gram matrix

\[
A = ((t^i, t^j))_{i, j = 0}^{\infty}
\]

is the "Hilbert matrix" (the \( i, j \)th entry is \( 1/(i + j + 1) \)), and so defines a bounded linear operator on \( L^2 \) of norm \( \pi \) (see Hardy, Littlewood, and Pólya [1952]; also see Problem 5).

Suppose now that \( H \) is a functional Hilbert space, over a set \( S \) say, with reproducing kernel \( K \), and let \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) be a sequence of points in \( S \). We shall take for the \( f_n \)'s the normalized kernel functions \( K_n/\|K_n\| \), where \( K_n(z) = K(z, \lambda_n) \). Then \( \{f_n\} \) is a Bessel sequence if

\[
\sum_{n=1}^{\infty} \frac{|f(\lambda_n)|^2}{K(\lambda_n, \lambda_n)} < \infty
\]

for every function \( f \in H \); it is a Riesz–Fischer sequence if the "weighted" interpolation problem

\[
\frac{f(\lambda_n)}{\sqrt{K(\lambda_n, \lambda_n)}} = c_n \quad (n = 1, 2, 3, \ldots)
\]

has a solution whenever \( \{c_n\} \in l^2 \).

**Example 2.** As an illustration, let us take \( H \) to be the Hardy space \( H^2 \) and \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) a sequence of distinct points in the open unit disk \(|z| < 1\). Since the reproducing kernel of \( H^2 \) (the Szegő kernel) is given by \( K(z, w) = 1/(1 - zw) \), conditions (4) and (5) become, respectively,

\[
\sum_{n=1}^{\infty} |f(\lambda_n)|^2 (1 - |\lambda_n|^2) < \infty
\]

and

\[
f(\lambda_n) \sqrt{1 - |\lambda_n|^2} = c_n \quad (n = 1, 2, 3, \ldots).
\]
We are going to show that (6) holds for every \( f \in H^2 \) provided that \( \lambda_n \) approaches the boundary of the unit disk \( \text{exponentially} \). This means that there exists a constant \( \alpha < 1 \) such that

\[
1 - |\lambda_{n+1}| \leq \alpha(1 - |\lambda_n|), \quad n = 1, 2, 3, \ldots.
\]

It is enough to show that the Gram matrix \( A = (a_{ij})_{i,j=1}^\infty \), where

\[
a_{ij} = \left( \frac{K_i}{\|K_i\|}, \frac{K_j}{\|K_j\|} \right) = \frac{\sqrt{1 - |\lambda_i|^2} \sqrt{1 - |\lambda_j|^2}}{1 - \overline{\lambda_i}\lambda_j}
\]

defines a bounded operator on \( l^2 \). For this purpose the following simple form of \textbf{Schur's lemma} will be needed.

\textbf{Lemma 1.} \textit{Let} \( A = (a_{ij}) \) \textit{be an infinite Hermitian matrix} \( (a_{ij} = \overline{a_{ji}}) \), \textit{and suppose that for some constant} \( M \)

\[
\sum_{i=1}^\infty |a_{ij}| \leq M \quad (j = 1, 2, 3, \ldots).
\]

\textit{Then} \( A \) \textit{defines a bounded linear operator on} \( l^2 \) \textit{of norm not exceeding} \( M \).

\textbf{Proof.} \textit{It is sufficient to show that the associated quadratic form} \( (Ax, x) \) \textit{is bounded by} \( M \) \textit{on} \( l^2 \), \textit{i.e.}, that

\[
\left| \sum_{i,j=1}^\infty a_{ij} x_i \overline{x}_j \right| \leq M \sum_{i=1}^\infty |x_i|^2 \tag{8}
\]

\textit{for every square-summable sequence} \( x = \{x_i\} \). \textit{If we write}

\[
|a_{ij} x_i \overline{x}_j| = (|a_{ij}|^{1/2} |x_i|)(|a_{ij}|^{1/2} |x_j|)
\]

\textit{and apply the Cauchy–Schwarz inequality twice, then} (8) \textit{follows readily.} \hfill \blacksquare

\textit{Let us return now to the Gram matrix under consideration. It follows by the assumption on} \( \{\lambda_n\} \) \textit{that}

\[
1 - |\lambda_{i+n}| \leq \alpha^n(1 - |\lambda_i|)
\]

\textit{and}

\[
|1 - \overline{\lambda}_i \lambda_j| \geq 1 - |\lambda_{\min(i,j)}|.
\]
Accordingly, for each $j$,

$$
\sum_{i=1}^{\infty} |a_{ij}| = \sum_{i=1}^{j} |a_{ij}| + \sum_{i=j+1}^{\infty} |a_{ij}|
\leq 2 \sum_{i=1}^{j} \left( \frac{1 - |\lambda_i|}{1 - |\lambda_i|} \right)^{1/2} + 2 \sum_{i=j+1}^{\infty} \left( \frac{1 - |\lambda_i|}{1 - |\lambda_i|} \right)^{1/2}
\leq 2 \sum_{i=1}^{j} \alpha^{(j-\delta)/2} + 2 \sum_{i=j+1}^{\infty} \alpha^{(i-\delta)/2}
< 2 \left( \frac{1}{1 - \alpha^{1/2}} + \frac{\alpha^{1/2}}{1 - \alpha^{1/2}} \right) = 2 \left( \frac{1 + \alpha^{1/2}}{1 - \alpha^{1/2}} \right).
$$

This establishes the Bessel condition (6) for all $f$ in $H^2$.

Shapiro and Shields [1961] have shown that if $\lambda_n$ approaches the boundary of the unit disk exponentially, then the validity of (6) for every $f \in H^2$ is equivalent to the solvability of (7) for every sequence $\{c_n\} \in l^2$.

There is a growing literature on interpolation problems in a wide variety of Banach spaces of analytic functions. For additional references, see the Notes (see, especially, Duren [1970], in which an account is given of Carleson's proof of the "corona theorem").

### Problems

1. We shall say that a sequence of elements from a normed vector space is *uniformly minimal* if for some $\varepsilon > 0$ the distance from each element of the sequence to the closed linear span of the others is at least $\varepsilon$. Show that every Riesz–Fischer sequence is uniformly minimal. Is the converse true?

2. Let $\{f_n\}$ and $\{g_n\}$ be complete biorthogonal sequences belonging to a Hilbert space $H$. Show that $\{f_n\}$ is a Bessel sequence if and only if $\{g_n\}$ is a Riesz–Fischer sequence. Is completeness necessary?

3. Prove Proposition 2. (Hint: If $\{f_n\}$ is a Bessel sequence, then the mapping $T: H \to l^2$ defined by $Tf = \{(f, f_n)\}$ has a closed graph. If $\{f_n\}$ is a Riesz–Fischer sequence, then there is a natural mapping $S: l^2 \to H/[f_1, f_2, f_3, \ldots]^t$,

and this mapping has a closed graph.)

4. Prove that a sequence of vectors $\{f_n\}$ in a Hilbert space $H$ is a Riesz–
Fischer sequence if and only if the eigenvalues of the sections \( A_n = ((f_i, f_j))_{i,j=1}^n \), \( n = 1, 2, 3, \ldots \), are bounded away from zero.

5. (a) Prove Hilbert's inequality: if \( c_n \geq 0 \) (\( n = 0, 1, 2, \ldots \)), then

\[
\sum_{m,n=0}^{\infty} \frac{c_m c_n}{m + n + 1} \leq \pi \sum_{n=0}^{\infty} |c_n|^2.
\]

Conclude that the Hilbert matrix defines a bounded linear operator on \( l^2 \) of norm not exceeding \( \pi \). (Hint: Put \( f(z) = \sum_{n=0}^{N} c_n z^n \).

Using Cauchy's theorem, show that

\[
\int_{-1}^{1} |f(x)|^2 \, dx \leq \frac{1}{2} \int_{-\pi}^{\pi} |f(e^{i\theta})|^2 \, d\theta.
\]

This is the Fejér–Riesz inequality.)

(b) By choosing \( f(x) = (1 - x)^{\epsilon - 1/2} \), \( \epsilon > 0 \), show that the constant \( \pi \) appearing in Example 1 is the best possible. Conclude that the norm of the Hilbert matrix must, in fact, be equal to \( \pi \).

6. Show that the Hilbert matrix is not invertible.

7. Show that the system (7) is solvable (with \( f \in H^2 \)) for every sequence \( \{c_n\} \in l^2 \) if

\[
\lambda_n = 1 - 2^{-n} \quad (n = 1, 2, 3, \ldots).
\]

(Hint: The Gram matrix \( A = (a_{ij}) \), where \( a_{ij} = (K_i/\|K_i\|, K_j/\|K_j\|) \), is invertible.)

8. (Interpolation in \( B_\pi \)) Let \( T \) be the mapping of \( B_\pi \) to \( l^\infty \) defined by

\[
Tf = \{f(n)\}_{-\infty}^{\infty}.
\]

(a) Show that \( T \) maps \( B_\pi \) onto \( l^\infty \) if \( \tau > \pi \).

(Hint: If \( \epsilon > 0 \) and if \( \{c_n\} \in l^\infty \), then the series

\[
f(z) = \sum_{n=0}^{\infty} c_n \frac{\sin \pi(z - n)}{\pi(z - n)} \frac{\sin \epsilon(z - n)}{\epsilon(z - n)}
\]

converges in \( B_\pi \).

(b) Show that \( T \) does not map \( B_\pi \) onto \( l^\infty \). (Hint: The sequence \( \{c_n\} \) defined by

\[
c_n = \begin{cases} 0 & \text{if } n \leq 0 \\ \epsilon(n) & \text{if } n > 0 \end{cases}
\]

cannot be interpolated (cf. Problem 4, Section 2.5, Part Two).
3 Applications to Systems of Complex Exponentials

In Section 2 we considered Bessel sequences and Riesz–Fischer sequences in an abstract Hilbert space, and we showed that these properties are equivalent to a number of others. In the present section we shall apply these results to systems of complex exponentials \( \{ e^{i\lambda_n t} \} \) in \( L^2[-A, A] \). As a result, we shall obtain added information about closure and the completeness radius.

**Theorem 4.** If \( \{ \lambda_n \} \) is a separated sequence of real numbers, then the system \( \{ e^{i\lambda_n t} \} \) forms a Bessel sequence in \( L^2[-A, A] \) for every positive number \( A \). If \( \sum |c_n|^2 < \infty \), then the series

\[
\sum_n c_n e^{i\lambda_n t}
\]

converges in the mean to an element of \( L^2[-A, A] \).

**Proof.** If \( \phi \in L^2[-A, A] \), then the inner product

\[
a_n = (\phi(t), e^{i\lambda_n t})
\]

is just the value \( f(\lambda_n) \) of the entire function

\[
f(z) = \frac{1}{2A} \int_{-A}^A \phi(t)e^{-izt} \, dt.
\]

Since \( f(z) \) is of exponential type (at most \( A \)) and belongs to \( L^2 \) along the real axis, we have

\[
\sum_n |a_n|^2 = \sum_n |f(\lambda_n)|^2 < \infty
\]

(by Theorem 2.17). This proves the first statement. The second follows from the first by Theorem 3. \( \blacksquare \)

If the separation of the \( \lambda_n \)'s is great enough, then \( \{ e^{i\lambda_n t} \} \) is also a Riesz–Fischer sequence.

**Theorem 5.** If \( \{ \lambda_n \} \) is a separated sequence of real numbers such that

\[
\lambda_{n+1} - \lambda_n \geq \gamma > \frac{\pi}{A} \quad (n = 0, \pm 1, \pm 2, \ldots),
\]

then the system \( \{ e^{i\lambda_n t} \} \) is a Riesz–Fischer sequence in \( L^2[-A, A] \).
Proof. Without loss of generality, we may assume that \( A = \pi \), so that \( \gamma > 1 \). It is to be shown that for all finite sequences \( \{ c_n \} \) of scalars,

\[
 m \sum |c_n|^2 \leq \| \sum c_n e^{i\lambda_n t} \|^2,
\]

where

\[
 m = \frac{2}{\pi} \left( 1 - \frac{1}{\gamma^2} \right) > 0.
\]

Let \( \{ c_n \} \) be such a sequence and put

\[
f(t) = \sum c_n e^{i\lambda_n t}.
\]

If \( k(t) \) is any function integrable over the real axis and

\[
 K(x) = \int_{-\infty}^{\infty} k(t) e^{ixt} \, dt, \quad -\infty < x < \infty,
\]

then

\[
 \int_{-\infty}^{\infty} k(t) |f(t)|^2 \, dt = \sum_{m, n} K(\lambda_m - \lambda_n)c_m \bar{c}_n.
\]

If we choose

\[
k(t) = \begin{cases} 
\cos \frac{1}{2} t & \text{if } |t| \leq \pi, \\
0 & \text{if } |t| > \pi,
\end{cases}
\]

then

\[
 K(x) = \frac{4 \cos \pi x}{1 - 4x^2},
\]

and

\[
 \int_{-\pi}^{\pi} |f(t)|^2 \, dt \geq \sum_{m, n} K(\lambda_m - \lambda_n)c_m \bar{c}_n.
\]

Let \( S_1 \) denote that part of the sum for which \( m = n \) and \( S_2 \) the remaining part. Clearly,

\[
 S_1 = 4 \sum_n |c_n|^2.
\]
Since $K(x)$ is even and since $2|c_m c_n| \leq |c_m|^2 + |c_n|^2$, there is a constant $\theta$ such that $|\theta| \leq 1$ and

$$S_2 = \theta \sum_{m \neq n} \frac{|c_m|^2 + |c_n|^2}{2} |K(\lambda_m - \lambda_n)|$$

$$= \theta \sum_n |c_n|^2 \sum_m |K(\lambda_m - \lambda_n)|$$

(the prime indicates omission of the term $m = n$). Since

$$|\lambda_m - \lambda_n| \geq |m - n| \gamma > 1$$

for $m \neq n$, we have

$$\sum_m |K(\lambda_m - \lambda_n)| \leq \sum_m \frac{4}{4(m - n)^2 \gamma^2 - 1} < \frac{8}{\gamma^2} \sum_{r = 1}^{\infty} \frac{1}{4r^2 - 1} = \frac{4}{\gamma^2}$$

Hence

$$\int_{-\pi}^{\pi} |f(t)|^2 dt \geq \left(4 - \frac{4}{\gamma^2}\right) \sum |c_n|^2,$$

and the theorem follows. \(\square\)

The theorem is sharp in the sense that if $\gamma = \pi / A$, then the conclusion no longer holds. The following example is by now a familiar one.

**Example.** The system of exponentials $\{e^{\pm i(n+\frac{1}{4})t}: n = 1, 2, 3, \ldots\}$ is not a Riesz–Fischer sequence in $L^2[\pi, \pi]$.

Write $\lambda_n = n - \frac{1}{4}$ and $\lambda_{-n} = -\lambda_n$ ($n = 1, 2, 3, \ldots$). Let $g(z) = \sum_{n=0}^{\infty} a_n z^n$ be analytic for $|z| < 1$ and define

$$f(t) = e^{i\lambda t} g(re^{it}) + e^{-i\lambda t} g(re^{-it}),$$

where $0 < r < 1$ and $\lambda > 0$. Then

$$f(t) = \sum_{n=0}^{\infty} a_n r^n e^{i(n+\lambda)t} + \sum_{n=0}^{\infty} a_n r^n e^{-i(n+\lambda)t},$$
and both series converge uniformly in \( t \) for fixed values of \( r \) and \( \lambda \). If we take \( \lambda = \frac{3}{4} \), then \( f(t) \) is of the form

\[
f(t) = \sum c_n e^{i\lambda_n t}
\]

with \( \lambda_{n+1} - \lambda_n \geq 1 \).

If the system of exponentials \( \{e^{i\lambda_n t}\} \) were in fact a Riesz–Fischer sequence in \( L^2[-\pi, \pi] \), then we could find a positive constant \( m \) such that

\[
m \sum |c_n|^2 \leq \| \sum c_n e^{i\lambda_n t} \|^2.
\]

Since

\[
\sum |c_n|^2 = 2 \sum_{n=0}^{\infty} |a_n|^2 r^{2n} = \frac{1}{\pi} \int_{-\pi}^{\pi} |g(re^{it})|^2 \, dt,
\]

this would imply

\[
m \int_{-\pi}^{\pi} |g(re^{it})|^2 \, dt \leq \frac{1}{2} \int_{-\pi}^{\pi} |f(t)|^2 \, dt \tag{1}
\]

for every \( r \) (\( 0 < r < 1 \)).

Take

\[g(z) = (1 + z)^{-1/2}\]

(the principal value is to be chosen). We leave it to the reader to show that for this choice of \( g \), the integral on the right in (1) remains bounded as \( r \to 1 \), while that on the left is asymptotically \(-2\pi \log(1 - r)\). But this is absurd, and hence \( \{e^{i\lambda_n t}\} \) is not a Riesz–Fischer sequence in \( L^2[-\pi, \pi] \).

The following result is an almost immediate consequence of Theorem 5.

**Theorem 6.** If \( \{\lambda_n\} \) is a separated sequence of real numbers such that

\[\lambda_{n+1} - \lambda_n \geq \gamma > \frac{\pi}{A} \quad (n = 0, \pm 1, \pm 2, \ldots),\]

then the system \( \{e^{i\lambda_n t}\} \) has infinite deficiency in \( L^2[-A, A] \).

**Proof.** Let \( N \) be a fixed but arbitrary positive integer. If \( K \) is large enough,
then we can replace

$$\lambda_0, \lambda_1, \ldots, \lambda_K$$

by

$$\mu_0, \mu_1, \ldots, \mu_K + N + 1,$$

so that the resulting sequence, relabeled \(\{\mu_n\}\), satisfies

$$\inf_n (\mu_{n+1} - \mu_n) > \frac{\pi}{A}.$$

By Theorem 5 there is a function \(\phi \in L^2[-A, A]\) such that

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \phi(t)e^{-i\mu_nt} \, dt = \begin{cases} 1 & \text{if } n = 0, \\ 0 & \text{if } n \neq 0. \end{cases}$$

Thus the system \(\{e^{i\mu_n}\} : n \neq 0\) is incomplete in \(L^2[-A, A]\), and we conclude by Theorem 3.7 that the deficiency of \(\{e^{i\lambda_nt}\}\) in \(L^2[-A, A]\) is at least \(N\). Since \(N\) was arbitrary, the result follows. 

**Corollary.** Every sequence \(\{\lambda_n\}_{n=\omega}^{\infty}\) of real numbers for which

$$\lambda_{n+1} - \lambda_n \geq \omega \quad \text{as } n \to \infty$$

has completeness radius zero.

**Problems**

1. Let \(\{\lambda_n\}\) be a sequence of real numbers such that \(\lambda_{n+1} - \lambda_n \geq 1\) for all \(n\). Theorems 3 and 4 imply that there is a constant \(M\) such that

$$\| \sum c_n e^{i\lambda_n t} \|^2 \leq M \sum |c_n|^2$$

whenever \(\{c_n\} \in l^2\). (The norm is in \(L^2[-\pi, \pi]\).) Show that \(M\) must be at least 2.

2. Give an "elementary" proof of Theorem 4 by using the same method used to prove Theorem 5.

3. Prove that the system \(\{e^{i(n + \frac{1}{2})t} : n = 1, 2, 3, \ldots\}\) is not a Riesz–Fisher sequence in \(L^2[-\pi, \pi]\).
4. Every basis \( \{e^{i\omega n}\} \) for \( L^2[-A, A] \) such that the exponents \( \lambda_n \) are all \textit{real} is a Hilbert basis. (\textit{Hint:} Show that \( \{\lambda_n\} \) is separated. For the definition of a Hilbert basis, see Problem 4, Section 1.8.)

4 The Moment Space and Its Relation to Equivalent Sequences

Let \( \{f_1, f_2, f_3, \ldots\} \) be a sequence of vectors belonging to a separable Hilbert space. In what ways are the properties of the sequence reflected in its moment space? We have seen, for example, that if the sequence is a Riesz basis, then its moment space coincides with \( l^2 \). The converse, of course, is false: the removal of a single vector from a Riesz basis leaves an incomplete set whose moment space is again \( l^2 \). The goal of the present section is to show that the converse is true provided that \( \{f_1, f_2, f_3, \ldots\} \) is complete: a complete sequence of vectors belonging to a Hilbert space is a Riesz basis if and only if its moment space coincides with \( l^2 \). We begin by showing that the moment space characterizes complete sequences up to "equivalence".

Two sequences of vectors \( \{f_1, f_2, f_3, \ldots\} \) and \( \{g_1, g_2, g_3, \ldots\} \) belonging to a Hilbert space \( H \) are said to be \textbf{equivalent} if there exists a bounded invertible operator \( T: H \to H \) such that \( Tf_n = g_n \) \( (n = 1, 2, 3, \ldots) \)

**Theorem 7.** Two complete sequences of vectors belonging to a separable Hilbert space are equivalent if and only if they have the same moment space.

**Proof.** Let \( \{f_1, f_2, f_3, \ldots\} \) and \( \{g_1, g_2, g_3, \ldots\} \) be complete sequences in \( H \) and suppose that there exists a bounded invertible operator \( T \) on \( H \) such that \( Tf_n = g_n \) \( (n = 1, 2, 3, \ldots) \). It is to be shown that the system of equations

\[
(f, f_n) = (g, g_n) \quad (n = 1, 2, 3, \ldots)
\]

admits a (unique) solution \( f \), whenever \( g \) is given, and a (unique) solution \( g \), whenever \( f \) is given. Evidently this is true if

\[
f = T^*g,
\]

and the condition is necessary.

Suppose now that \( \{f_1, f_2, f_3, \ldots\} \) and \( \{g_1, g_2, g_3, \ldots\} \) have the same moment space. Then for each \( g \) in \( H \) there corresponds a unique vector
such that (1) holds. We are going to show that this implies the existence
of a bounded linear operator $T : H \to H$ such that

$$Tf_n = g_n \quad (n = 1, 2, 3, \ldots). \quad (2)$$

Let $Y$ be the linear span of the $f_n$'s. If $f \in Y$, with $f = \sum_{n=1}^{N} c_n f_n$, define $Tf$ by putting

$$Tf = \sum_{n=1}^{N} c_n g_n.$$

We first show that $T$ is well-defined. If it were not, then we could find scalars $c_1, \ldots, c_N$ such that

$$\sum_{n=1}^{N} c_n f_n = 0 \quad \text{and} \quad \sum_{n=1}^{N} c_n g_n \neq 0.$$

Choosing $g = \sum_{n=1}^{N} c_n g_n$ and then taking $f$ to be the corresponding solution to (1), we find

$$0 = \left( f, \sum_{n=1}^{N} c_n f_n \right) = \sum_{n=1}^{N} \bar{c}_n(f_n, f_n) = \sum_{n=1}^{N} \bar{c}_n(g_n, g_n)$$

$$\quad - \left( g, \sum_{n=1}^{N} c_n g_n \right) - \|g\|^2 \neq 0,$$

which is absurd. Thus $T$ is well-defined. It is clear that $T$ is linear and that (2) holds.

To show that $T$ is bounded, define a function $\mu$ on $H$ by writing

$$\mu(g) = f,$$

where $f$ is the unique solution to (1). We claim that $\mu$ is a bounded linear operator. Linearity is easy: if $h_1$ and $h_2$ are vectors in $H$ and if $a_1$ and $a_2$ are scalars, then for every $n$

$$(\mu(a_1 h_1 + a_2 h_2), f_n) = (a_1 h_1 + a_2 h_2, g_n)$$

$$= a_1(h_1, g_n) + a_2(h_2, g_n)$$

$$= a_1(\mu(h_1), f_n) + a_2(\mu(h_2), f_n)$$

$$= (a_1 \mu(h_1) + a_2 \mu(h_2), f_n).$$
Since \( \{f_n\} \) is complete, it follows that
\[
\mu(a_1 h_1 + a_2 h_2) = a_1 \mu(h_1) + a_2 \mu(h_2)
\]
and \( \mu \) is linear. Suppose now that \( \{h_n\} \) is a sequence in \( H \) such that
\[
h_n \rightarrow h \quad \text{and} \quad \mu(h_n) \rightarrow k.
\]
Then
\[
(h, g_i) = \lim_{n \to \infty} (h_n, g_i) = \lim_{n \to \infty} (\mu(h_n), f_i) = (k, f_i)
\]
for all \( i \), and hence by the definition of \( \mu \) we have \( k = \mu(h) \). Thus \( \mu \) is bounded by the closed graph theorem.

Let \( f \) be an element in \( Y \). Then for every \( g \in H \),
\[
|(Tf, g)| = |(f, \mu(g))| \leq \|f\| \cdot \|\mu\| \cdot \|g\|
\]
and hence
\[
\|Tf\| \leq \|f\| \cdot \|\mu\|.
\]
Thus \( T \) is bounded on \( Y \). Since \( Y \) is a dense subspace, we may extend \( T \) to be a bounded linear operator on all of \( H \).

Similarly, since \( (1) \) can be solved uniquely for \( g \), given \( f \), there exists a bounded linear operator \( S : H \to H \) such that
\[
Sg_n = f_n \quad (n = 1, 2, 3, \ldots).
\]
The proof is over. By combining \( (2) \) and \( (3) \), we see that \( ST = I = TS \), since both \( \{f_n\} \) and \( \{g_n\} \) are complete. Therefore, \( T \) is invertible, and \( \{f_n\} \) and \( \{g_n\} \) are equivalent bases for \( H \).

The following important corollary is now immediate.

**Theorem 8.** A complete sequence of vectors in a separable Hilbert space is a Riesz basis if and only if its moment space is equal to \( l^2 \).

**Problems**

1. Deduce Theorem 8 from Theorem 3.
2. Let \( \{f_n\} \) and \( \{g_n\} \) be two complete sequences of elements from a sep-
arable Hilbert space $H$, and suppose that $\sum_{n=1}^{\infty} c_n f_n$ is convergent if and only if $\sum_{n=1}^{\infty} c_n g_n$ is convergent. Does it follow that $\{f_n\}$ and $\{g_n\}$ are equivalent (cf. Theorem 1.7)?

3. Let $\{f_1, f_2, f_3, \ldots\}$ be a complete sequence of nonzero vectors in a separable Hilbert space $H$. Prove that $\{f_1, f_2, f_3, \ldots\}$ is a basis for $H$ if and only if the moment problem

$$(f, f_n) = c_n \quad (n = 1, 2, 3, \ldots)$$

admits a (unique) solution $f$ for every sequence $\{c_1, c_2, c_3, \ldots\}$ satisfying the following condition: $\sum_{n=1}^{\infty} a_n c_n$ is convergent whenever $\sum_{n=1}^{\infty} a_n f_n$ is convergent.

5 Interpolation in the Paley–Wiener Space: Functions of Sine Type

Theorem 8 has far reaching implications for the study of nonharmonic Fourier series in $L^2[-\pi, \pi]$. Thus for a system

$$\{e^{i\lambda nt}\}$$

of complex exponentials to form a Riesz basis for $L^2[-\pi, \pi]$ it is necessary and sufficient that the trigonometric moment problem

$$\frac{1}{2\pi} \int_{-\pi}^{\pi} \phi(t) e^{-i\lambda nt} dt = c_n \quad (n = 1, 2, 3, \ldots) \quad (1)$$

admit a unique solution $\phi \in L^2[-\pi, \pi]$ for each square-summable sequence $\{c_n\}$ of scalars, and for these sequences only. By virtue of the isomorphism between $L^2[-\pi, \pi]$ and the Paley–Wiener space, (1) is equivalent to the interpolation problem

$$f(\lambda_n) = c_n \quad (n = 1, 2, 3, \ldots), \quad (2)$$

where $f \in \mathcal{P}$. Since $\mathcal{P}$ is richly endowed both with a Hilbert space structure and with a distinguished class of elements, problem (2) is often more readily solved than problem (1). In what follows we shall exploit this duality to great advantage.
Definition. A sequence \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) of real or complex numbers is said to be an **interpolating sequence** for \( P \) if the set of all sequences

\[
\{ f(\lambda_1), f(\lambda_2), f(\lambda_3), \ldots \},
\]

where \( f \) ranges over \( P \), coincides with \( L^2 \). If, in addition, the system \( \{e^{i\lambda_n}t\} \) is complete in \( L^2[-\pi, \pi] \), then (2) has exactly one solution, provided \( \{c_n\} \in L^2 \), and in this case we shall call \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) a complete **interpolating sequence**.

A complete interpolating sequence is clearly “maximal” in the sense that it is not contained in any larger interpolating sequence. The converse is also true (Problem 1).

In the present setting, Theorem 8 takes the following form.

**Theorem 9.** A system \( \{e^{i\lambda_n}t\} \) of complex exponentials is a Riesz basis for \( L^2[-\pi, \pi] \) if and only if \( \{\lambda_n\} \) is a complete interpolating sequence for \( P \).

**Application: Functions of Sine Type**

That the zeros of \( \sin \pi z \) appear in the natural basis for \( L^2[-\pi, \pi] \) is not entirely fortuitous. In fact, \( \sin \pi z \) is but one—the prototype, to be sure—of a large class of entire functions of exponential type whose zeros \( \{\lambda_n\} \) give rise to bases \( \{e^{i\lambda_n}t\} \) of complex exponentials.

**Definition.** An entire function \( f(z) \) of exponential type \( \pi \) is said to be of **sine type** if

(i) the zeros of \( f(z) \) are separated†, and

(ii) there exist positive constants \( A, B, \) and \( H \) such that

\[
Ae^{\pi|y|} \leq |f(x + iy)| \leq Be^{\pi|y|}
\]

whenever \( x \) and \( y \) are real and \( |y| \geq H \).

According to the definition, a function of sine type is bounded on the real axis and so must have infinitely many zeros. The zeros are all simple and lie in a strip parallel to the real axis.

† This requirement is sometimes omitted from the definition.
A large class of examples of entire functions that satisfy part (ii) of the definition is provided by the Fourier–Stieltjes integrals

\[ \int_{-\pi}^{\pi} e^{izt} d\omega(t), \]

where \( \omega(t) \) is of bounded variation on the interval \([ -\pi, \pi ]\) and has a jump discontinuity at each endpoint (Problem 3). Clearly, \( \sin nz \) is of this form: simply choose \( \omega(t) = 0 \) for \( -\pi < t < \pi \) and \( \omega(\pm\pi) = 1/2i \).

We shall establish the following impressive theorem.

**Theorem 10.** If \( \{ \lambda_n \} \) is the set of zeros of a function of sine type, then the system \( \{ e^{it\lambda_n} \} \) is a Riesz basis for \( L^2[ -\pi, \pi ] \).

The proof will require several preliminary results. The first is a strengthening of condition (3) inside the domain \( |y| < H \).

**Lemma 2.** Let \( f(z) \) be an entire function of exponential type \( \pi \) and suppose that (3) holds whenever \( |y| \) is sufficiently large. For each \( \epsilon > 0 \) there corresponds a number \( m > 0 \) such that

\[ |f(x + iy)| \geq me^{\epsilon |y|} \]

outside the circles of radius \( \epsilon \) centered at the zeros of \( f(z) \).

**Proof:** Let \( \lambda_1, \lambda_2, \lambda_3, \ldots \) be the zeros of \( f(z) \). If the lemma is false, then there exist positive constants \( \epsilon \) and \( H \) and a sequence \( z_1, z_2, z_3, \ldots \) of points that lie inside the horizontal strip \( |y| < H \), but outside the circles \( |z - \lambda_n| = \epsilon \) \( (n = 1, 2, 3, \ldots) \) such that

\[ \lim_{n \to \infty} f(z_n) = 0. \]

Write \( z_n = x_n + iy_n \), with \( x_n \) and \( y_n \) real. Since \( \sup_n |y_n| < \infty \), we may suppose without loss of generality that \( \lim_n y_n \) exists; call it \( y_0 \).

Next, define a sequence \( f_1(z), f_2(z), f_3(z), \ldots \) of entire functions by writing

\[ f_n(z) = f(z + x_n), \quad n = 1, 2, 3, \ldots. \]

Since \( f(z) \) is bounded in the horizontal strip \( \Omega = \{ z : |\text{Im} \ z| < H + \epsilon \} \), the
sequence \( \{f_n(z)\} \) is uniformly bounded there and so forms a normal family in \( \Omega \). Accordingly, there is a subsequence that converges uniformly on every compact subset of \( \Omega \) to a limit function \( f_0(z) \). To simplify the notation, we shall continue to denote this subsequence by \( \{f_n(z)\} \).

Since

\[
f_n(iy_n) \to 0 \quad \text{as} \quad n \to \infty,
\]

it follows that

\[
f_0(iy_0) = 0.
\]

Since \( f_n(z) \) does not vanish identically (indeed, \( |f_n(iH)| \geq Ae^{\pi H} \) for \( n = 1, 2, 3, \ldots \)), Hurwitz's theorem implies that all but a finite number of the \( f_n \)'s \( (n = 1, 2, 3, \ldots) \) must have a zero inside the disk \( D = \{z : |z - iy_0| < \varepsilon/2\} \). Say

\[
f_n(w_n) = 0 \quad \text{with} \quad w_n \in D \quad \text{and} \quad n > n_0.
\]

If we set

\[
\gamma_n = w_n + x_n \quad \text{for} \quad n > n_0,
\]

then \( f(\gamma_n) = 0 \), so that each \( \gamma_n \) must be one of the \( \lambda \)'s. But

\[
|z_n - \gamma_n| - |w_n - iy_n| \leq |w_n - iy_0| + |iy_0 - iy_n|
\]

\[
< \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon
\]

as soon as \( n \) is sufficiently large, and this contradicts the choice of \( z_n \). The contradiction proves the lemma. \( \blacksquare \)

**Corollary 1.** If \( f(z) \) is a function of sine type and \( \lambda_1, \lambda_2, \lambda_3, \ldots \) are its zeros, then

\[
\inf_n |f'(\lambda_n)| > 0.
\]

**Proof.** Choose \( \varepsilon > 0 \) so small that

\[
|\lambda_n - \lambda_m| > 2\varepsilon \quad \text{whenever} \quad n \neq m.
\]
Then the disks $D_n: |z - \lambda_n| \leq \varepsilon \ (n = 1, 2, 3, \ldots)$ are nonoverlapping, and each function $f(z)/(z - \lambda_n)$ is analytic and free of zeros inside $D_n$. If $m > 0$ is chosen in accordance with Lemma 2, then

$$\log \left| \frac{f(z)}{z - \lambda_n} \right| \geq \log \left( \frac{m}{\varepsilon} \right) \quad \text{for} \quad |z - \lambda_n| = \varepsilon \quad (n = 1, 2, 3, \ldots),$$

and the result follows from the minimum principle for harmonic functions. \(\blacksquare\)

**Corollary 2.** If $\{\lambda_n\}$ is the set of zeros of a function of sine type, then the system $\{e^{i\lambda_n t}\}$ is complete in $L^2[-\pi, \pi]$.

**Proof.** Let $f(z)$ be a function of sine type with zeros $\lambda_1, \lambda_2, \lambda_3, \ldots$. It is sufficient to show that $\{\lambda_n\}$ is a set of uniqueness for $P$. Suppose therefore that $g(z) \in P$ and $g(\lambda_n) = 0$ for $n = 1, 2, 3, \ldots$. Then the function

$$\phi(z) = \frac{g(z)}{f(z)}$$

is entire. By the corollary to Theorem 2.18,

$$g(z)e^{-\pi|y|} \to 0 \quad \text{as} \quad |z| \to \infty,$$

and hence by Lemma 2, $\phi(z) \to 0$ as $|z| \to \infty$, outside a system of (nonoverlapping) circles $|z - \lambda_n| = \varepsilon \ (n = 1, 2, 3, \ldots)$. The maximum principle guarantees that $\phi(z) \to 0$ inside the excluded circles as well, and therefore $\phi(z)$ must vanish identically. Hence $g(z)$ vanishes identically, and $\{\lambda_n\}$ is a set of uniqueness for $P$. \(\blacksquare\)

Let $D$ be the upper half-plane, $\text{Im} \ z > 0$. We shall make use of the space $H^2(D)$ consisting of all complex-valued functions $f(z)$ that are analytic throughout $D$ and such that

$$\|f\| = \sup_{y > 0} \left( \int_{-\infty}^{\infty} |f(x + iy)|^2 \, dx \right)^{1/2} < \infty.$$

The following facts about $H^2(D)$ are well known (see Duren [1970, Chap. 11] and Problem 6).

1. If $f \in H^2(D)$, then the boundary function

$$f(x) = \lim_{y \to 0} f(x + iy)$$
exists almost everywhere, and
\[ \| f \|^2 = \int_{-\infty}^{\infty} |f(x)|^2 \, dx. \]

It follows that an inner product on \( H^2(D) \) is defined by setting
\[ (f, g) = \int_{-\infty}^{\infty} f(x)g(x) \, dx. \]

Endowed with this inner product, \( H^2(D) \) is a separable Hilbert space.

2. Every function \( f \) in \( H^2(D) \) can be recovered from its boundary values by means of a Cauchy integral:
\[ f(z) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{f(t)}{t - z} \, dt, \quad \operatorname{Im} z > 0. \]

3. If \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) is a separated sequence of points lying in the horizontal strip
\[ 0 < m \leq \operatorname{Im} z \leq M < \infty, \]

then
\[ \sqrt{\sum_{n=1}^{\infty} |f(\lambda_n)|^2} \leq B\|f\| \]

for some constant \( B \) and every element \( f \in H^2(D) \).

We are now ready to prove Theorem 10.

**Proof of Theorem 10.** Let \( g(z) \) be a function of sine type with zeros \( \lambda_1, \lambda_2, \lambda_3, \ldots \). By Theorem 9 it suffices to show that \( \{\lambda_n\} \) is a complete interpolating sequence for the Paley–Wiener space. This means that

(i) the interpolation problem
\[ f(\lambda_n) = c_n \quad (n = 1, 2, 3, \ldots) \]

has a solution \( f \in \mathcal{P} \) whenever \( \sum |c_n|^2 < \infty \),

(ii) \( \sum_{n=1}^{\infty} |f(\lambda_n)|^2 < \infty \) whenever \( f \in \mathcal{P} \), and

(iii) the system \( \{e^{i\lambda_n t}\} \) is complete in \( L^2[-\pi, \pi] \).
Of these three statements, only the first requires proof: the second is valid because \( \{ \lambda_n \} \) is separated and \( \sup_n |\text{Im } \lambda_n| < \infty \), while the third follows from Corollary 2.

Let \( \{ c_n \} \) belong to \( L^2 \). The most natural choice for a function that assumes the value \( c_n \) at the point \( \lambda_n \) is the Lagrange interpolation series

\[
f(z) = \sum_{n=1}^{\infty} \frac{c_n g(z)}{g'(\lambda_n)(z - \lambda_n)}.
\]

We are going to show that the series converges in the norm of \( P \), and therefore uniformly in every horizontal strip; accordingly, \( f \in P \) and \( f(\lambda_n) = c_n \) \( (n = 1, 2, 3, \ldots) \).

Let \( m \) and \( n \) be arbitrary but fixed positive integers, with \( m < n \), and write

\[
G(z) = \sum_{k=m}^{n} \frac{c_k g(z)}{g'(\lambda_k)(z - \lambda_k)}.
\]

Then \( G(z) \in P \), and we have only to show that \( \| G \| \to 0 \) as \( m, n \to \infty \).

Begin by choosing positive constants \( A, B, \) and \( H \) such that

\[
Ae^{x|y|} \leq |q(x + iy)| \leq Be^{x|y|}
\]

for all values of \( x \) and \( |y| \geq H \), and put

\[
h(z) = \frac{G(z + 2iH)}{g(z + 2iH)}.
\]

Straightforward calculations show that \( h(z) \in H^2(D) \), and hence

\[
\| G \| = \left( \int_{-\infty}^{\infty} |G(x)|^2 \, dx \right)^{1/2}
\]

\[
\leq e^{2\pi H} \left( \int_{-\infty}^{\infty} |G(x + 2iH)|^2 \right)^{1/2} \quad \text{(by Theorem 2.16)}
\]

\[
\leq Be^{4\pi H} \left( \int_{-\infty}^{\infty} |h(x)|^2 \right)^{1/2}
\]

\[
= Be^{4\pi H} \| h \| \quad \text{(by property 1)}.
\]

We estimate the norm of \( h \) as follows.
Choose $\varphi$ in the unit sphere of $H^2(D)$ such that $\| h \| = (h, \varphi)$. Then

$$
\| h \| = \int_{-\infty}^{\infty} h(x)\overline{\varphi(x)} \, dx
$$

$$
= -2\pi i \sum_{m} c_m \frac{\overline{\varphi(\lambda_m + 2iH)}}{g'((\lambda_m))} \quad \text{(by property 2)}
$$

$$
\leq 2\pi \sqrt{\sum_{m} \left| c_m / g'(\lambda_m) \right|^2} \sqrt{\sum_{m} \left| \overline{\varphi(\lambda_m + 2iH)} \right|^2}.
$$

By Corollary 1 we may choose $\varepsilon > 0$ so small that $|g'(\lambda_k)| \geq \varepsilon$ for $k = 1, 2, 3, \ldots$, and by property 3 we may choose $B$ so large that the second sum on the right is at most $B^2$. It follows that

$$
\| h \| \leq \frac{2\pi B}{\varepsilon} \sqrt{\sum_{m} \left| c_m \right|^2},
$$

and hence

$$
\| G \| \leq C \sqrt{\sum_{m} \left| c_m \right|^2},
$$

where $C$ is independent of $m$ and $n$. Since $\{c_n\} \in l^2$, the right side approaches zero as $m, n \to \infty$. Thus $\| G \| \to 0$. \[ ]

**Problems**

1. Prove that a *maximal* interpolating sequence for $P$ is complete.

2. Let $\{\lambda_n\}$ be an interpolating sequence for $P$ and $f_n(z)$ the unique element of $P$ of minimal norm for which $f_n(\lambda_m) = \delta_{mn}$. Show that if $\{c_n\} \in l^2$, then the series

$$
\sum_{n=1}^{\infty} c_n f_n(z)
$$

converges in $P$ to a function $f(z)$ for which $f(\lambda_n) = c_n$ for every $n$.

3. (Sedleckii) Let

$$
f(z) = \int_{-\pi}^{\pi} e^{izt} \, d\omega(t),
$$
where $\omega(t)$ is of bounded variation on $[-\pi, \pi]$ and has a jump at $t = \pi$.

(a) Prove that there exist positive constants $A$ and $H$ such that

$$|f(x + iy)| \geq Ae^{\pi|y|}$$  \hspace{1cm} (4)

for all values of $x$ and $y < -H$. \textit{(Hint:} Let $h$ be the value of the jump of $\omega(t)$ at $t = \pi$. Given $\epsilon > 0$, choose $\delta > 0$ so that the total variation of $\omega(t)$ on the interval $[\pi - \delta, \pi]$ does not exceed $\epsilon$. Then

$$f(z) = he^{i\pi z} + \left( \int_{-\pi}^{0} + \int_{0}^{\pi - \delta} + \int_{\pi - \delta}^{\pi} \right) e^{izt} \omega(t).$$

If $y < 0$, then

$$|f(x + iy)| \geq e^{\pi|y|}(|h| - Ve^{-\pi|y|} - Ve^{-\delta|y|} - \epsilon),$$

where $V$ is the total variation of $\omega(t)$ on $[-\pi, \pi]$.

(b) Prove that if (4) holds for a sequence of points $iy_n$ of the imaginary axis such that $y_n \to -\infty$, then $\omega(t)$ has a jump at $t = \pi$.

4. Prove or disprove: Two functions of sine type with the same set of zeros can differ at most by a multiplicative constant.

5. Show that if $f(z) \in P$, then $f(z)e^{i\pi z} \in H^2(D)$.

6. Establish property 3 for functions belonging to $H^2(D)$. \textit{(Hint:} Choose $\epsilon > 0$ so small that the disks $D_n$: $|z - z_n| \leq \epsilon$ are disjoint and lie in the upper half-plane, $\text{Im} z > 0$. Then

$$\sum_n \int_{D_n} \int |f(z)|^2 dx \, dy \leq \int_0^M \int_{-\infty}^\infty |f(x + iy)|^2 dx \, dy \leq M \|f\|^2.)$$

7. \textbf{(Interpolation in $E_n^p$)} Let $\{\lambda_n\}$ be the zeros of a function $g(z)$ of sine type, $1 < p < \infty$, and $\{c_n\}$ a sequence in $l^p$.

(a) Show that the series

$$\sum_{n=1}^{\infty} \frac{c_n g(z)}{g'(\lambda_n)(z - \lambda_n)}$$

converges in $E_n^p$ to a function $f(z)$ for which $f(\lambda_n) = c_n$ for all $n$.

(For the definition of $E_n^p$, see Problem 5 of Section 2.3, Part Two.)
(b) Take \( g(z) = \sin \pi z \). Exhibit sequences in \( l^p \ (p = 1, \infty) \) for which the equations

\[
f(n) = c_n \quad (n = 0, \pm 1, \pm 2, \ldots)
\]

have no corresponding solution in \( E_n^\infty \). (Hint: See Problem 8, Section 2. By definition, \( E_n^\infty = B_\infty \).)

6 Interpolation in the Paley–Wiener Space: Stability

By definition, a sequence \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) of scalars is an interpolating sequence for the Paley–Wiener space provided that (i) the equations \( f(\lambda_n) = c_n \ (n = 1, 2, 3, \ldots) \) have at least one solution \( f \in \mathcal{P} \) for each sequence \( \{c_n\} \) in \( l^2 \), and (ii) \( \sum |f(\lambda_n)|^2 < \infty \) for every \( f \in \mathcal{P} \). The first condition is of course the more difficult one to verify; given the first, the second frequently comes gratis.

Proposition 3. Let \( \lambda_1, \lambda_2, \lambda_3, \ldots \) lie in a strip parallel to the real axis. If the equations

\[
f(\lambda_n) = c_n \quad (n = 1, 2, 3, \ldots)
\]

admit at least one solution \( f \in \mathcal{P} \) for each square-summable sequence \( \{c_n\} \) of scalars, then \( \{\lambda_n\} \) is separated, and so

\[
\sum |f(\lambda_n)|^2 < \infty \quad \text{for every } f \in \mathcal{P}.
\]

Proof. Since \( \mathcal{P} \) is a functional Hilbert space, there is a sequence \( K_1, K_2, K_3, \ldots \) of elements of \( \mathcal{P} \) such that

\[
f(\lambda_n) = (f, K_n)
\]

for \( n = 1, 2, 3, \ldots \) and every \( f \in \mathcal{P} \). Indeed, if \( K \) is the reproducing kernel of \( \mathcal{P} \), then

\[
K_n(z) = K(z, \lambda_n) = \frac{\sin \pi(z - \lambda_n)}{\pi(z - \lambda_n)}.
\] (1)
By assumption, \( \{K_n\} \) is a 
Kreiss–Rischer sequence in \( P \), and hence the unit ball of \( L^2 \) can be interpolated in a uniformly bounded way. In particular, there exist a constant \( M \) and a sequence \( f_1, f_2, f_3, \ldots \) of elements of \( P \) such that

\[
f_n(\lambda_m) = \delta_{mn} \quad \text{and} \quad \| f_n \| \leq M.
\]

Choose \( H \) so large that \( |\text{Im} \lambda_n| \leq H \) for every \( n \). If \( m \neq n \), then

\[
1 = f_n(\lambda_n) - f_n(\lambda_m) = \int_{\lambda_m}^{\lambda_n} f_n'(z) \, dz,
\]

and so

\[
1 \leq |\lambda_n - \lambda_m| \cdot \sup |f_n'(z)|,
\]

where the supremum is taken over all points \( z \) on the line segment joining \( \lambda_m \) and \( \lambda_n \). For these points, \( |\text{Im} z| \leq H \), and it follows from known properties of \( P \) that

\[
|f_n'(z)| \leq e^{\pi H} \| f_n' \| \leq \pi e^{\pi H} \| f_n \| \leq M \pi e^{\pi H}.
\]

Thus

\[
1 \leq M \pi e^{\pi H} |\lambda_n - \lambda_m| \quad \text{whenever} \quad n \neq m,
\]

and \( \{\lambda_n\} \) is separated. Since \( \sup_n |\text{Im} \lambda_n| < \infty \), the Remark following Theorem 2.17 shows that \( \sum |f(\lambda_n)|^2 < \infty \) whenever \( f \in P \). \( \blacksquare \)

**Corollary 1.** The points of an interpolating sequence lie in a strip parallel to the real axis and are separated.

**Proof.** Let \( \{\lambda_n\} \) be an interpolating sequence for \( P \), and let \( \{K_n\} \) be the corresponding sequence of kernel functions (1). By assumption, \( \{K_n\} \) is a Bessel sequence in \( P \), and so by Proposition 2

\[
\sum |f(\lambda_n)|^2 \leq B \| f \|^2
\]

for some constant \( B \) and every function \( f \in P \). It follows readily from this that

\[
\| \sum c_n e^{i\lambda_n t} \|^2 \leq B \sum |c_n|^2
\]
whenever \( \{c_n\} \in l^2 \) (first observe that \( \| \sum c_n K_n \| \leq B \sum |c_n|^2 \), and then use the Fourier isometry). We conclude that

\[
\| e^{i \lambda_n t} \| \leq \sqrt{B} \quad \text{for every } n,
\]

and hence that

\[
\sup_n |\text{Im } \lambda_n| < \infty.
\]

This proves the first assertion; the second follows from Proposition 3. \( \blacksquare \)

**Corollary 2.** If the system of exponentials \( \{e^{i \lambda_n t}\} \) is a Riesz basis for \( L^2[-\pi, \pi] \), then the points \( \lambda_n \) lie in a strip parallel to the real axis and are separated.

The goal of the present section is to show that interpolating sequences in the Paley–Wiener space are **stable** under sufficiently small perturbations of their elements. It is the first step towards a general stability criterion for Riesz bases of complex exponentials (see Section 8). We begin by proving two lemmas, which are of interest in their own right.

**Lemma 3.** Let \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) be a sequence of scalars such that

\[
\sum |f(\lambda_n)|^2 \leq B \| f \|^2 \quad \text{for every } f \in P.
\]

If \( \{\mu_1, \mu_2, \mu_3, \ldots\} \) satisfies

\[
|\lambda_n - \mu_n| \leq L, \quad n = 1, 2, 3, \ldots,
\]

then for every \( f \),

\[
\sum |f(\lambda_n) - f(\mu_n)|^2 \leq B(e^{\pi L} - 1)^2 \| f \|^2.
\]

**Proof.** Let \( f \) be an element of \( P \). By expanding \( f \) in a Taylor series about \( \lambda_n \), we find that

\[
f(\mu_n) - f(\lambda_n) = \sum_{k=1}^{\infty} \frac{f^{(k)}(\lambda_n)}{k!} (\mu_n - \lambda_n)^k \quad (n = 1, 2, 3, \ldots).
\]

If \( \rho \) is an arbitrary positive number, then by multiplying and dividing the
summand by $\rho^k$ we find also that
\[
|f(\mu_n) - f(\lambda_n)|^2 \leq \sum_{k=1}^{\infty} \frac{|f^{(k)}(\lambda_n)|^2}{\rho^{2k}k!} \sum_{k=1}^{\infty} \frac{\rho^{2k}|\mu_n - \lambda_n|^{2k}}{k!}.
\] (2)

Since $P$ is closed under differentiation and $\|f'\| \leq \pi \|f\|$, it follows that
\[
\sum_n |f^{(k)}(\lambda_n)|^2 \leq B \|f^{(k)}\|^2 \\
\leq B\pi^{2k} \|f\|^2 \quad (k = 1, 2, 3, \ldots).
\] (3)

By combining (2) and (3), we obtain
\[
\sum |f(\lambda_n) - f(\mu_n)|^2 \leq B \|f\|^2 \sum_{k=1}^{\infty} \frac{\pi^{2k}}{\rho^{2k}k!} \sum_{k=1}^{\infty} \frac{(\rho L)^{2k}}{k!}
\]
\[
= B \|f\|^2 \frac{(c^2/\rho^2 - 1)(c\rho^2L^2 - 1)}{c^2 - 1}
\]
\[
\text{since } |\lambda_n - \mu_n| \leq L. \text{ The result follows by choosing } \rho = \sqrt{\pi/L}. \quad \blacksquare
\]

\textbf{Remark.} It should be noted that the lemma applies whenever $\{\lambda_n\}$ is separated and $\{\text{Im } \lambda_n\}$ is bounded, and hence whenever $\{\lambda_n\}$ is an interpolating sequence.

The next lemma provides a convenient criterion for insuring that a bounded linear transformation maps one Banach space \textit{onto} another.

\textbf{Lemma 4.} \textit{Let $T$ be a bounded linear transformation of the Banach space $X$ into the Banach space $Y$. Suppose that there exist positive constants $M$ and $\epsilon$, $0 < \epsilon < 1$, with the following property: for each vector $y$ in the unit ball of $Y$ there is a vector $x \in X$ such that}
\[
\|x\| \leq M \quad \text{and} \quad \|Tx - y\| \leq \epsilon.
\]
\textit{Then $T$ maps $X$ \textit{onto} $Y$.}

\textbf{Proof.} First observe that if $y \in Y$ and $\|y\| \leq \lambda$, then there is a vector $x \in X$ such that $\|x\| \leq M\lambda$ and $\|Tx - y\| \leq \epsilon\lambda$. Let $y$ be an arbitrary element in the unit ball of $Y$. It is clearly sufficient to show that $y = Tx$ for some $x$.

Begin by choosing $x_1$ such that $\|x_1\| \leq M$ and $\|y - Tx_1\| \leq \epsilon$. Next,
with \( y - Tx \) in place of \( y \) and \( \varepsilon \) in place of \( \lambda \), choose \( x \) such that \( \|x\| \leq M\varepsilon \) and \( \|y - (y - Tx)\| \leq \varepsilon^2 \). Proceed by induction. The result is a sequence \( \{x_1, x_2, x_3, \ldots\} \) of vectors of \( X \) such that

\[
\|x_n\| \leq M\varepsilon^{n-1} \quad \text{and} \quad \|y - \sum_{i=1}^{n} Tx_i\| \leq \varepsilon^n. \quad (4)
\]

Since \( 0 < \varepsilon < 1 \), we have \( \sum \|x_n\| \leq \sum M\varepsilon^{n-1} = M/(1 - \varepsilon) \). Thus the series \( \sum x_n \) is absolutely convergent, and so there is an element \( x \) in \( X \) to which the partial sums of the series converge. Since \( \varepsilon^n \to 0 \), (4) shows that \( y = Tx \).

We are now in a position to prove that interpolating sequences in the Paley–Wiener space are stable.

**Theorem 11.** Let \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) be an interpolating sequence for \( P \). There exists a positive constant \( L \) with the property that \( \{\mu_1, \mu_2, \mu_3, \ldots\} \) is also an interpolating sequence for \( P \) whenever \( |\lambda_n - \mu_n| \leq L \) for every \( n \).

**Proof.** Let \( \mu_1, \mu_2, \mu_3, \ldots \) be complex scalars such that \( |\lambda_n - \mu_n| \leq L \) for every \( n \); the value of \( L \) will be specified later. Let \( T \) be the induced linear transformation of \( P \) into the vector space of all sequences defined by

\[
Tf = \{f(\mu_1), f(\mu_2), f(\mu_3), \ldots\}.
\]

The assertion is that if \( L \) is sufficiently small then \( TP = l^2 \).

Since \( \{\lambda_n\} \) is an interpolating sequence, \( \sum |f(\lambda_n)|^2 \leq B \|f\|^2 \) for some constant \( B \) and every \( f \in P \), and hence the inequality

\[
\sum |f(\lambda_n) - f(\mu_n)|^2 \leq B c^n L (1)^2 \|f\|^2 \quad (5)
\]

of Lemma 3 is valid. This shows that \( T \) is a bounded linear transformation from \( P \) into \( l^2 \). By Proposition 2 there is a constant \( M \) such that the system of equations

\[
f(\lambda_n) = c_n \quad (n = 1, 2, 3, \ldots) \quad (6)
\]

has at least one solution \( f \in P \) satisfying

\[
\|f\|^2 \leq M \sum |c_n|^2, \quad (7)
\]

provided that \( \{c_n\} \in l^2 \).
The proof of the theorem is at hand. Let \( c = \{c_n\} \) be an arbitrary element in the unit ball of \( l^2 \). If \( f \) is chosen in accordance with (6) and (7), then (5) becomes

\[
\| Tf - c \|_2^2 \leq e^{\pi L} - 1)^2 M.
\]

By choosing \( L \) sufficiently small, we can make the right side less than 1, and the assertion \( TP = l^2 \) follows from Lemma 4. \( \blacksquare \)

**Problems**

1. Let \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) be a sequence of points that lie in a strip parallel to the real axis and let \( T \) be the induced linear transformation from \( P \) into the vector space of all sequences defined by

\[
Tf = \{f(\lambda_1), f(\lambda_2), f(\lambda_3), \ldots\}.
\]

Show that if \( TP \supseteq l^1 \), then \( \{\lambda_n\} \) is separated, and hence \( TP \subseteq l^2 \).

2. Exhibit a bounded linear operator \( T \) on \( l^2 \) with the following two properties:
   (1) There is a constant \( M \) such that whenever \( y \in l^2 \) and \( \| y \| \leq 1 \), we can find an element \( x \in l^2 \) with \( \| x \| \leq M \) and \( \| Tx - y \| < 1 \).
   (2) \( T \) is not onto.

7 **The Theory of Frames**

We have seen that the study of Riesz bases in a separable Hilbert space \( H \) can be reduced to the study of an abstract moment problem:

\[(f, f_n) = c_n \quad (n = 1, 2, 3, \ldots).\]

In this section we shall introduce the notion of a "frame", which will further elucidate the problem of moments and at the same time will provide yet another characterization of Riesz bases.

**Definition.** A sequence of distinct vectors \( \{f_1, f_2, f_3, \ldots\} \) belonging to a separable Hilbert space \( H \) is said to be a frame if there exist positive constants
A and $B$ such that

$$A \|f\|^2 \leq \sum_{n=1}^{\infty} |(f, f_n)|^2 \leq B \|f\|^2$$

(1)

for every $f \in H$. The numbers $A$ and $B$ are called bounds for the frame.

It is clear that a frame is a complete set of vectors since the relations $(f, f_n) = 0$, $n = 1, 2, 3, \ldots$, imply that $f = 0$. Notice also that the second inequality in (1) is just the condition that $\{f_n\}$ be a Bessel sequence with bound $B$. In practice, it is the first inequality that is difficult to verify.

**Example 1.** If $\{f_n\}$ is a complete orthonormal sequence in $H$, then Parseval’s identity shows that (1) holds with $A = B = 1$.

**Example 2 (Nonharmonic Fourier Frames).** A system of complex exponentials $\{e^{i\lambda_n t}\}$ is a frame in $L^2[-\pi, \pi]$ provided that

$$A \int_{-\pi}^{\pi} |\phi(t)|^2 \, dt \leq \sum_{n=1}^{\infty} \left| \int_{-\pi}^{\pi} \phi(t) e^{-i\lambda_n t} \, dt \right|^2 \leq B \int_{-\pi}^{\pi} |\phi(t)|^2 \, dt$$

for every $\phi \in L^2[-\pi, \pi]$. By virtue of the Paley–Wiener theorem, this is equivalent to

$$A \int_{-\infty}^{\infty} |f(x)|^2 \, dx \leq \sum_{n=1}^{\infty} |f(\lambda_n)|^2 \leq B \int_{-\infty}^{\infty} |f(x)|^2 \, dx$$

for every function $f(z)$ belonging to the Paley–Wiener space.

We associate with a given frame $\{f_1, f_2, f_3, \ldots\}$ a bounded linear operator $T$ on $H$ defined by

$$Tf = \sum_{n=1}^{\infty} (f, f_n)f_n$$

(2)

($T$ is a bounded operator because $\{f_n\}$ is a Bessel sequence: $\|Tf\|^2 \leq B \sum |(f, f_n)|^2 \leq B^2 \|f\|^2$).

Assertion: $T$ is invertible. Since

$$(Tf, f) = \sum_{n=1}^{\infty} |(f, f_n)|^2,$$
it follows that
\[ A \| f \|^2 \leq (Tf, f) \leq \| Tf \| \cdot \| f \|, \]
and so
\[ A \| f \| \approx \| Tf \|. \]

This shows that \( T \) is bounded from below, and so must be one-to-one. But \( T \) is self-adjoint (indeed, positive), and an operator whose adjoint is bounded from below must be onto (see Taylor [1958 p 734]). Thus \( T \) is invertible.

Throughout this section \( T \) will denote the transformation defined by (2).

**Definition.** A frame that ceases to be a frame when any one of its elements is removed is said to be an exact frame.

We are going to show that the class of Riesz bases and the class of exact frames are identical. It is convenient to first establish the following two lemmas.

**Lemma 5.** Let \( \{ f_1, f_2, f_3, \ldots \} \) be a frame in a separable Hilbert space \( H \) and \( f \) an arbitrary element of \( H \). Then there is a unique moment sequence \( \{ a_1, a_2, a_3, \ldots \} \) such that
\[ f = \sum_{n=1}^{\infty} a_n f_n, \]
and
\[ a_n = (g, f_n), \quad \text{where} \quad Tg = f. \]

If \( \{ b_1, b_2, b_3, \ldots \} \) is any other sequence such that \( f = \sum_{n=1}^{\infty} b_n f_n \), then
\[ \sum_{n=1}^{\infty} |b_n|^2 = \sum_{n=1}^{\infty} |a_n|^2 + \sum_{n=1}^{\infty} |a_n - b_n|^2. \quad (3) \]

**Proof.** The first statement is immediate since \( T \) is invertible and \( f = T(T^{-1} f) \). Suppose now that
\[ \sum_{n=1}^{\infty} a_n f_n = \sum_{n=1}^{\infty} b_n f_n. \]
Taking the inner product of both sides with \( g \), we find
\[
\sum_{n=1}^{\infty} |a_n|^2 = \sum_{n=1}^{\infty} \overline{a_n} b_n,
\]
and (3) follows readily. \[\blacksquare\]

**Lemma 6.** The removal of a vector from a frame leaves either a frame or an incomplete set.

**Proof.** Let \( \{f_n\} \) be a frame in \( H \), with bounds \( A \) and \( B \), and suppose that \( f_m \) is removed. By Lemma 5
\[
f_m = \sum_{n=1}^{\infty} a_n f_n,
\]
where \( a_n = (g_m, f_n) \) and \( T g_m = f_m \). We consider the two cases \( a_m = 1 \) and \( a_m \neq 1 \), showing that in the first case the system \( \{f_n\}_{n \neq m} \) is incomplete, while in the second case it remains a frame.

If \( a_m = 1 \), then
\[
\sum_{n \neq m} a_n f_n = 0,
\]
and so
\[
\sum_{n=1}^{\infty} a'_n f_n = 0,
\]
where \( a'_n = a_n \) when \( n \neq m \) and \( a'_m = 0 \). Applying Lemma 5, with every \( b_n \) equal to zero, we find
\[
\sum_{n=1}^{\infty} |a'_n|^2 = 0,
\]
and hence \( a_n = 0 \) for \( n \neq m \). Thus \( g_m \) is orthogonal to \( f_n \) for \( n \neq m \). Since \( (g_m, f_m) = a_m = 1 \), it follows that \( g_m \neq 0 \) and hence that \( \{f_n\}_{n \neq m} \) is incomplete.

Suppose now that \( a_m \neq 1 \). Then
\[
f_m = \frac{1}{\overline{a_m}} \sum_{n \neq m} a_n f_n,
\]
Consequently, for all $f$ in $H$

$$|(f, f_m)|^2 \leq \frac{1}{|1 - a_m|^2} \sum_{n \neq m} |a_n|^2 \sum_{n \neq m} |(f, f_n)|^2,$$

and so

$$\sum_{n=1}^{\infty} |(f, f_n)|^2 \leq C \sum_{n \neq m} |(f, f_n)|^2,$$

where $C = 1 + |1 - a_m|^{-2} \sum_{n \neq m} |a_n|^2$. Since $\{f_n\}$ is a frame, we conclude that

$$A_1 \|f\|^2 \leq \sum_{n \neq m} |(f, f_n)|^2 \leq B_1 \|f\|^2,$$

where $A_1 = A/C$ and $B_1 = B$. Thus the system $\{f_n\}_{n \neq m}$ is a frame. \qed

**Remark.** An examination of the proof reveals that if $\{f_n\}$ is an exact frame and $g_n = T^{-1}f_n$, then $\{f_n\}$ and $\{g_n\}$ are biorthogonal.

We are now in a position to give the following characterization of Riesz bases.

**Theorem 12.** A sequence of vectors belonging to a separable Hilbert space $H$ is a Riesz basis if and only if it is an exact frame.

**Proof.** Let $\{f_n\}$ be a Riesz basis for $H$. Then it is complete and has $l^2$ as its moment space. Accordingly, the mapping

$$f \rightarrow \{(f, f_n)\}$$

defines a one-to-one linear transformation of $H$ onto $l^2$. Since it is bounded (by Proposition 2), its inverse is also bounded (by the open mapping theorem), and the frame condition follows at once. Since the removal of a vector from a basis leaves an incomplete set, $\{f_n\}$ is an exact frame.

Suppose now that $\{f_n\}$ is an exact frame in $H$, with bounds $A$ and $B$, and let $f$ be an arbitrary element of $H$. Then by Lemma 5

$$f = \sum_{n=1}^{\infty} a_n f_n,$$

where $a_n = (g, f_n)$ and $g = T^{-1}f$. To prove that this representation is
unique, suppose that

\[ f = \sum_{n=1}^{\infty} b_n f_n. \]

If we define \( g_n \) by setting \( g_n = T^{-1} f_n \), then \( \{f_n\} \) and \( \{g_n\} \) are biorthogonal (by the Remark following Lemma 6), and hence

\[ a_n = (g, f_n) = (g, Tg_n) = (Tg, g_n) = (f, g_n) = b_n \]

since \( T \) is self-adjoint. Thus \( \{f_n\} \) is a basis for \( H \).

It remains only to show that \( \{f_n\} \) is a Riesz basis. By Theorem 1.7 this will follow if we can show that the series \( \sum c_n f_n \) is convergent if and only if \( \sum |c_n|^2 < \infty \).

Let the series \( \sum c_n f_n \) be convergent, say to an element \( f \) of \( H \). Then \( c_n = (g, f_n) \), where \( g = T^{-1} f \), and so by the frame condition

\[ \sum |c_n|^2 = \sum |(g, f_n)|^2 \leq B \|g\|^2 < \infty. \]

Suppose now that \( \{c_n\} \) is any sequence of scalars such that \( \sum |c_n|^2 < \infty \). Then for \( n \geq m \) we have by Theorem 3

\[ \left\| \sum_{i=m}^{n} c_i f_i \right\|^2 \leq B \sum_{i=m}^{n} |c_i|^2 \]

since \( \{f_n\} \) is a Bessel sequence with bound \( B \). Since the right side tends to zero as \( m, n \to \infty \), the partial sums of the series \( \sum c_n f_n \) form a Cauchy sequence, and hence the series is convergent.

Problems

1. Let \( \{f_1, f_2, f_3, \ldots\} \) be a frame in a separable Hilbert space \( H \) and put \( g_n = T^{-1} f_n \). Prove that \( \{g_1, g_2, g_3, \ldots\} \) is also a frame and that for every \( f \),

\[ f = \sum_{n=1}^{\infty} (f, g_n)f_n = \sum_{n=1}^{\infty} (f, f_n)g_n. \]

2. Prove that if \( \{f_1, f_2, f_3, \ldots\} \) is an exact frame, with bounds \( A \) and \( B \), then

\[ A \sum |c_n|^2 \leq \left\| \sum c_n f_n \right\|^2 \leq B \sum |c_n|^2 \]

whenever \( \{c_n\} \in l^2 \).
3. **(Duffin–Schaeffer)** Let \( \{ f_1, f_2, f_3, \ldots \} \) be a frame, with bounds \( A \) and \( B \), and let \( \rho = 2/(A + B) \). If \( h \) is an arbitrary vector, we define a sequence \( h^{(0)}, h^{(1)}, h^{(2)}, \ldots \) recursively by setting \( h^{(0)} = h \) and

\[
h^{(k+1)} = h^{(k)} - \rho \sum_{n=1}^{\infty} \langle h^{(k)}, f_n \rangle f_n \quad \text{for} \quad k = 0, 1, 2, \ldots.
\]

Let

\[
\beta^{(k)}_n = \rho(h^{(0)} + h^{(1)} + \cdots + h^{(k-1)}, f_n)
\]

and

\[
h_k = \sum_{n=1}^{\infty} \beta^{(k)}_n f_n.
\]

Prove that

\[
\| h - h_k \| \leq \left( \frac{\sqrt{B} - \sqrt{A}}{\sqrt{B} + \sqrt{A}} \right)^k \| h \|.
\]

*(Hint: If \( S = I - \rho T \), then

\[
\| (Sh, h) \| \leq \theta \| h \|^2, \quad \theta = \frac{B - A}{B + A}.
\]

Conclude that \( \| h^{(r)} \| \leq \theta^r \| h \| \). Now add the relations

\[
h^{(r+1)} = h^{(r)} - \rho T(h^{(r)})
\]

for \( r = 0, 1, \ldots, k - 1 \).)*

8 **The Stability of Nonharmonic Fourier Series**

In this section we shall discuss the stability of the class of Riesz bases \( \{ e^{i\lambda_n t} \} \) in \( L^2[-\pi, \pi] \), first under "small" displacements of the \( \lambda_n \)'s and then under more general "vertical" displacements. As a result, we shall find that Kadec's \( \frac{1}{4} \)-theorem can be dramatically improved.
The modus operandi is to combine the stability of interpolating sequences with the stability of frames.

**Theorem 13.** If the system \( \{e^{i\lambda_n t}\} \) is a frame in \( L^2[-\pi, \pi] \), then there is a positive constant \( L \) with the property that \( \{e^{i\mu t}\} \) is also a frame in \( L^2[-\pi, \pi] \) whenever \( |\lambda_n - \mu_n| \leq L \) for every \( n \).

**Proof.** Let \( \{e^{i\lambda_n t}\} \) be a frame in \( L^2[-\pi, \pi] \), with lower and upper bounds \( A \) and \( B \), respectively. Then

\[
A \| f \|^2 \leq \sum_n |f(\lambda_n)|^2 \leq B \| f \|^2
\]

for every function \( f \) belonging to the Paley–Wiener space \( \mathcal{P} \). Let \( L \) be a positive number and \( \mu_1, \mu_2, \mu_3, \ldots \) complex scalars for which \( |\lambda_n - \mu_n| \leq L \) \((n = 1, 2, 3, \ldots)\). It is to be shown that if \( L \) is sufficiently small, then similar inequalities hold for the \( \mu_n \)'s.

By virtue of Lemma 3, for every \( f \) in \( \mathcal{P} \),

\[
\sum_n |f(\lambda_n) - f(\mu_n)|^2 \leq B(e^{\pi L} - 1)^2 \| f \|^2
\]

\[
\leq C \sum_n |f(\lambda_n)|^2,
\]

where

\[
C = \frac{B}{A} (e^{\pi L} - 1)^2.
\]

Applying Minkowski's inequality, we find that

\[
|\sqrt{\sum |f(\lambda_n)|^2} - \sqrt{\sum |f(\mu_n)|^2}| \leq \sqrt{C \sum |f(\lambda_n)|^2},
\]

and hence that

\[
\sqrt{A(1 - \sqrt{C})} \| f \| \leq \sqrt{\sum |f(\mu_n)|^2} \leq \sqrt{B(1 + \sqrt{C})} \| f \|
\]

for every \( f \). Since \( C \) is less than 1 if \( L \) is sufficiently small, the system \( \{e^{i\mu t}\} \) is a frame in \( L^2[-\pi, \pi] \). \( \blacksquare \)

**Corollary.** If the system \( \{e^{i\lambda_n t}\} \) is a Riesz basis for \( L^2[-\pi, \pi] \), then there is a positive constant \( L \) with the property that \( \{e^{i\mu t}\} \) is also a Riesz basis for \( L^2[-\pi, \pi] \) whenever \( |\lambda_n - \mu_n| \leq L \) for every \( n \).
Proof. Let \( \{e^{i\lambda_n}\} \) be a Riesz basis for \( L^2[-\pi, \pi] \) and suppose that \( \mu_1, \mu_2, \mu_3, \ldots \) are complex scalars for which \( \sup_n |\lambda_n - \mu_n| = L < \infty \). If \( L \) is sufficiently small, then (1) \( \{\mu_n\} \) is an interpolating sequence for \( P \) (by Theorem 11) and (2) \( \{e^{i\mu_n}\} \) is a frame in \( L^2[-\pi, \pi] \) (by Theorem 13) and hence complete. Now invoke Theorem 9. ■

The criterion of Theorem 13 is far too restrictive—the essential ingredient is not that \( |\lambda_n - \mu_n| \) is small but rather that \( \text{Re}(\lambda_n - \mu_n) \) is small. More precisely, we have the following result (cf. Theorem 3.12).

**Theorem 14.** Let \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) be a sequence of points lying in a strip parallel to the real axis. If the system \( \{e^{i(\text{Re} \lambda_n)}\} \) is a frame in \( L^2[-\pi, \pi] \), then so is \( \{e^{i\lambda_n}\} \).

Proof. Write \( \lambda_n = \alpha_n + i\beta_n \), with \( \alpha_n \) and \( \beta_n \) real, and choose \( M \) so large that \( |\beta_n| \leq M \) for every \( n \). Suppose that the system \( \{e^{i\lambda_n}\} \) is a frame in \( L^2[-\pi, \pi] \), with lower and upper bounds \( A \) and \( B \), respectively. Then

\[
A \|f\|^2 \leq \sum_n |f(\lambda_n)|^2 \leq B \|f\|^2
\]

for every function \( f \in P \). We shall establish similar inequalities for the \( \lambda_n \)'s. One half is easy. Since \( |\lambda_n - \alpha_n| \leq M \), it follows from Lemma 3 that

\[
\sum_n |f(\lambda_n) - f(\alpha_n)|^2 \leq B(e^{\pi M} - 1)^2 \|f\|^2
\]

for every \( f \). A straightforward application of Minkowski's inequality then shows that

\[
\sum_n |f(\lambda_n)|^2 \leq B e^{2\pi M} \|f\|^2.
\]

This establishes one half of the frame condition. It is convenient to prove the other half in three steps.

(i) Let \( f(z) \) be a nontrivial function in \( P \). By Hadamard's factorization theorem

\[
f(z) = z^k e^{az+b} \prod_{n=1}^{\infty} \left(1 - \frac{z}{z_n}\right)e^{z/z_n}, \tag{1}
\]
where \( z_1, z_2, z_3, \ldots \) are the zeros of \( f(z) \) other than \( z = 0 \), \( k \) is the order of the zero at the origin, and \( a \) and \( b \) are complex numbers. Since \( f(z) \) is bounded on the real axis, the series
\[
\sum_{n=1}^{\infty} \text{Im} \left( \frac{1}{z_n} \right)
\]
is absolutely convergent by Theorem 2.14. If \( 1/z_n = a_n + ib_n \), where \( a_n \) and \( b_n \) are real, then
\[
f(z) = z^k e^{(c+id)z+b} \prod_{n=1}^{\infty} \left( 1 - \frac{z}{z_n} \right)e^{a_n z}, \tag{2}
\]
where \( c = \text{Re}(a) \) and \( d = \text{Im}(a) + \sum_{n=1}^{\infty} b_n \). Since the product in (1) converges uniformly on each compact set, so does the product in (2).

(ii) There exists a sequence \( \lambda_1^{(1)}, \lambda_2^{(1)}, \lambda_3^{(1)}, \ldots \) of complex scalars and an entire function \( f_1(z) \) belonging to \( P \) such that
\[
\text{Re} \, \lambda_n^{(1)} = \text{Re} \, \lambda_n, \quad |\text{Im} \, \lambda_n^{(1)}| \leq \frac{M}{2} \quad (n = 1, 2, 3, \ldots) \tag{3}
\]
and
\[
\sum_{n=1}^{\infty} |f_1(\lambda_n^{(1)})|^2 \leq e^{\pi M} \sum_{n=1}^{\infty} |f(\lambda_n)|^2. \tag{4}
\]

Assume that \( d \geq 0 \). (The case \( d < 0 \) is similar and is left to the reader.) We begin by defining a function \( g(z) \) whose zeros are obtained by reflecting across the real axis those zeros of \( f(z) \) that lie in the lower half-plane. Specifically, we set
\[
w_n = \begin{cases} 
z_n & \text{if } \text{Im} \, z_n \geq 0, \\
\overline{z}_n & \text{if } \text{Im} \, z_n < 0,
\end{cases}
\]
and
\[
g(z) = z^k e^{(c+id)z+b} \prod_{n=1}^{\infty} \left( 1 - \frac{z}{w_n} \right)e^{a_n z}. \tag{5}
\]
Assertion: \( g(z) \in \mathbb{P} \) and
\[
|g(x)| = |f(x)| \quad \text{whenever } x \text{ is real.} \tag{6}
\]

To prove the assertion, define a sequence \( g_1(z), g_2(z), g_3(z), \ldots \) of entire functions by writing
\[
g_m(z) = f(z) \prod_{n=1}^{m} \frac{1 - z/w_n}{1 - z/z_n}, \quad m = 1, 2, 3, \ldots
\]

It is clear that \( g_m(z) \to g(z) \) as \( m \to \infty \), uniformly on every compact set, and hence \( g(z) \) is entire. It is also clear that \( g_m(z) \) and \( f(z) \) have the same modulus on the real axis, and this establishes (6). It remains only to show that \( g(z) \) is of exponential type at most \( \pi \).

For each positive integer \( m \) the quotient \( g_m(z)/f(z) \) approaches \( 1 \) as \( |z| \to \infty \), and hence
\[
|g_m(z)| \leq \|f\|e^{\pi |z|}
\]

for all \( z \). Fixing \( z \) and letting \( m \to \infty \), we see that \( g(z) \) is an entire function of exponential type at most \( \pi \). This proves the assertion.

Observe now that
\[
|g(z)| \leq |f(z)| \quad \text{whenever } \Im z \geq 0
\]

(compare formulas (2) and (5)) and
\[
|g(z)| \leq |f(\bar{z})| \quad \text{whenever } \Im z \geq 0
\]

since \( d \geq 0 \). It follows that if
\[
\mu_n = \begin{cases} 
\lambda_n & \text{if } \Im \lambda_n \geq 0, \\
\bar{\lambda}_n & \text{if } \Im \lambda_n < 0,
\end{cases}
\]

then
\[
|g(\mu_n)| \leq |f(\lambda_n)| \quad (n = 1, 2, 3, \ldots).
\]
Finally, define

\[ \lambda_n^{(1)} = \mu_n - \frac{iM}{2} \quad (n = 1, 2, 3, \ldots) \quad \text{and} \quad f_1(z) = g \left( z + \frac{iM}{2} \right). \]

Then (3) holds and \( |f_1(\lambda_n^{(1)})| \leq |f(\lambda_n)| \) for every \( n \). Thus, to establish (4), we have only to show that

\[ \| f_1 \|^2 \geq e^{-\pi M} \| f \|^2. \]

Since \( g(z) \in \mathbb{P} \), there is a function \( \phi \in L^2[-\pi, \pi] \) such that

\[ g(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \phi(t) e^{itz} \ dt. \]

Since \( f(z) \) and \( g(z) \) have the same modulus on the real axis, we have

\[ \int_{-\infty}^{\infty} |f(x)|^2 \ dx = \int_{-\infty}^{\infty} |g(x)|^2 \ dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} |\phi(t)|^2 \ dt, \]

by the Plancherel theorem. If we now set \( \phi_1(t) = \phi(t) e^{-Mt/2} \), then

\[ f_1(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \phi_1(t) e^{itz} \ dt, \]

and hence

\[ \int_{-\infty}^{\infty} |f_1(x)|^2 \ dx = \frac{1}{2\pi} \int_{-\pi}^{\pi} |\phi(t)|^2 e^{-M t} \ dt \geq e^{-\pi M} \int_{-\infty}^{\infty} |f(x)|^2 \ dx. \]

Thus \( \| f_1 \|^2 \geq e^{-\pi M} \| f \|^2 \).

(iii) We have completed the first step of an obvious induction procedure. Accordingly, given \( f \), we can find for each positive integer \( k \) a sequence \( \lambda_n^{(k)} \), \( \lambda_2^{(k)} \), \( \lambda_3^{(k)} \), \ldots \) of scalars and an entire function \( f_k(z) \) belonging to \( \mathbb{P} \) such that

\[ \text{Re} \lambda_n^{(k)} = \text{Re} \lambda_n, \quad |\text{Im} \lambda_n^{(k)}| \leq \frac{M}{2^k} \quad (n = 1, 2, 3, \ldots) \]
and
\[ \sum_n \frac{|f_k(\lambda_n^{(k)})|^2}{\|f_k\|^2} \leq e^{2\pi M} \sum_n \frac{|f(\lambda_n)|^2}{\|f\|^2}. \] (7)
(The constant $2\pi M$ has been written in place of $\pi M + \frac{1}{2} \pi M + \cdots + \left(\frac{1}{2}\right)^{k-1} \pi M$.) Since the set \{e^{i\alpha_n}\} is a frame, there is a positive constant $L$ such that \{e^{i\lambda_n}\} is also a frame whenever $|\alpha_n - \gamma_n| \leq L$ by Theorem 13. Choose $k$ so large that $M/2^k \leq L$. Then the set \{e^{i\lambda_n^{(k)}}\} is a frame, and the left side of (7) has a positive lower bound $A_1$, independent of $f$. Hence
\[ A_1 e^{-2\pi M} \|f\|^2 \leq \sum_n |f(\lambda_n)|^2 \]
for every $f \in P$. \hfill \qed

**Corollary 1.** Let \{\lambda_1, \lambda_2, \lambda_3, \ldots\} be a sequence of points lying in a strip parallel to the real axis. If the system \{e^{i(\Re \lambda_n)}\} is a Riesz basis for $L^2[-\pi, \pi]$, then so is \{e^{i\lambda_n}\}.

**Proof.** It is sufficient to prove that the system \{e^{i\lambda_n}\} is an exact frame in $L^2[-\pi, \pi]$. That it is a frame follows from Theorem 14 since \{e^{i(\Re \lambda_n)}\} is a frame. Suppose then that a single arbitrary term $e^{i\lambda_n}$ is deleted. Assertion: \{e^{i(\Re \lambda_n)}\}_{n \neq k}$ is incomplete in $L^2[-\pi, \pi]$. Reason: the removal of a vector from a frame leaves either a frame or an incomplete set. Conclusion: \{e^{i\lambda_n}\}_{n \neq k} is incomplete in $L^2[-\pi, \pi]$ by virtue of Theorem 3.12 and so cannot possibly be a frame. Thus the system \{e^{i\lambda_n}\} is an exact frame. \hfill \qed

The following impressive generalization of Kadec's $\frac{1}{4}$-theorem is now immediate.

**Corollary 2.** If \{\lambda_n\}_n is a sequence of scalars for which
\[ \sup_n |\Re \lambda_n - n| < \frac{1}{4} \quad \text{and} \quad \sup_n |\Im \lambda_n| < \infty, \]
then the system \{e^{i\lambda_n}\}_n is a Riesz basis for $L^2[-\pi, \pi]$.

Every example of a Schauder basis \{e^{i\lambda_n}\} for $L^2[-\pi, \pi]$ seen so far was proved to be a Riesz basis. In a sense this is not surprising—the class of
Riesz bases is very large. Question: Are there bases of complex exponentials that are not Riesz bases? An example has not yet been found.

**Problems**

1. **How must the proof of Theorem 14 be modified when \( d < 0 \)?**

2. **Let \( \{e^{i\lambda_n t}\} \) be a basis for \( L^2[-\pi, \pi] \) and suppose that \( \sup_n |\text{Im } \lambda_n| < \infty \). Prove that \( \{e^{i\mu_n t}\} \) is also a basis for \( L^2[-\pi, \pi] \) provided that**

\[
\sum_{n=1}^{\infty} |\lambda_n - \mu_n| < \infty.
\]

(*Hint:* By virtue of Theorem 1.12, it is sufficient to prove that

\[
\sum_{n=1}^{\infty} \|e^{i\lambda_n t} - e^{i\mu_n t}\| < \infty \quad \text{whenever} \quad \sum_{n=1}^{\infty} |\lambda_n - \mu_n| < \infty.
\]

**9 Pointwise Convergence**

The time has come to consider pointwise convergence. With regard to ordinary Fourier series, the deepest and most striking result is surely Carleson's proof of Lusin's conjecture: the Fourier series of every \( L^2 \) function converges pointwise almost everywhere. The following general "equiconvergence" theorem will show that nonharmonic Fourier series in \( L^2 \) have to a large extent the same convergence and summability properties as ordinary Fourier series.

Recall to begin with that two series \( \sum a_n \) and \( \sum b_n \) are said to be equiconvergent if their difference \( \sum (a_n - b_n) \) converges and has the sum 0.

**Theorem 15.** Let \( \{e^{i\lambda_n t}\}_{n=\infty}^\infty \) be a Riesz basis for \( L^2[-\pi, \pi] \) and suppose that

\[
\sup_n |\lambda_n - n| < \infty.
\]

For each function in \( L^2[-\pi, \pi] \) the ordinary Fourier series and the nonharmonic Fourier series are uniformly equiconvergent on every compact subset of \((-\pi, \pi)\).
Proof. Let $f$ be an arbitrary element of $L^2[-\pi, \pi]$ and $\delta$ a small positive number. It is to be shown that if $f$ has the two norm-convergent expansions $\sum a_n e^{int}$ and $\sum c_n e^{i\lambda nt}$, then the difference

$$\sum_{n=-N}^{N} (a_n e^{int} - c_n e^{i\lambda nt})$$

converges to zero as $N \to \infty$, uniformly on the interval $[-\pi + \delta, \pi - \delta]$. The essence of the proof is to obtain a suitable representation for this difference.

Begin by writing

$$e^{i\lambda nt} - e^{int} e^{i(\lambda_n - n)t} = e^{int} \sum_{k=0}^{\infty} b_{nk} t^k,$$

where

$$b_{nk} = \frac{i^k(\lambda_n - n)^k}{k!} \quad (k \geq 0, -\infty < n < \infty).$$

If $f_N$ denotes the $N$th partial sum of the nonharmonic Fourier series of $f$ and

$$\psi_{Nk}(t) = \sum_{n=-N}^{N} c_n b_{nk} e^{int},$$

then

$$f_N(t) - \sum_{k=0}^{\infty} t^k \psi_{Nk}(t) \quad \text{for} \quad |t| \leq \pi \quad (N = 1, 2, 3, \ldots).$$

Choose $L$ so large that $|\lambda_n - n| \leq L$ for every $n$. Then

$$\|\psi_{Nk}\|^2 = \sum_{n=-N}^{N} |c_n b_{nk}|^2 \quad \text{(by Parseval's identity)}$$

$$\leq \frac{L^{2k}}{(k!)^2} \sum_{n=-N}^{N} |c_n|^2,$$

and hence

$$\psi_k \equiv \lim_{N \to \infty} \psi_{Nk}$$
exists for every \( k \). (Here i.i.m. means limit in mean in the \( L^2 \) sense.) Observe that \( \sum_{n=-\infty}^{\infty} |c_n|^2 = c < \infty \) and \( \| \psi_k \| \leq cL^2/k! \) for \( k \geq 0 \).

**Assertion:**

\[
f(t) = \sum_{k=0}^{\infty} t^k \psi_k(t) \quad \text{(in the mean).}
\]

Indeed, since \( \sum \| t^k \psi_k(t) \| \leq c \sum (\pi L)^k/k! < \infty \), the series \( \sum t^k \psi_k(t) \) is absolutely convergent and so must converge in \( L^2[\pi, \pi] \) to some element \( g \) of \( L^2[-\pi, \pi] \). We have

\[
\| g - f_N \| \leq \sum_{k=0}^{\infty} \| t^k (\psi_k - \psi_{N_k}) \| \\
\leq \sum_{k=0}^{\infty} \pi^k \| \psi_k - \psi_{N_k} \| \\
\leq 2c \sum_{k=0}^{\infty} \frac{(\pi L)^k}{k!} < \infty,
\]

and since \( \lim_N \| \psi_k - \psi_{N_k} \| = 0 \) for each \( k \), we must have \( \lim_N \| g - f_N \| = 0 \). But \( \lim_N \| f - f_N \| = 0 \), and therefore \( f(t) = g(t) \) almost everywhere on \( [-\pi, \pi] \). This proves the assertion.

Let \( D_N \) be the Dirichlet kernel†, i.e.,

\[
D_N(t) = \frac{\sin(N + \frac{1}{2})t}{\sin \frac{1}{2}t} \quad (N = 1, 2, 3, \ldots),
\]

and \( g_N \) the \( N \)th partial sum of the ordinary Fourier series of \( f \). Then

\[
g_N(t) = (f(x), D_N(x - t)) \\
= \sum_{k=0}^{\infty} (x^k \psi_k(x), D_N(x - t)).
\]

It follows at once from the definitions of \( \psi_{N_k} \) and \( \psi_k \) that

\[
f_N(t) = \sum_{k=0}^{\infty} t^k (\psi_k(x), D_N(x - t)),
\]

† To simplify the notation, we have suppressed a factor of \( \frac{1}{2} \).
and hence
\[ \sum_{n=-N}^{N} (a_n e^{int} - c_n e^{i\alpha t}) = \sum_{k=0}^{\infty} (\psi_k(x), (x^k - t^k)D_N(x - t)) \]
whenever $|t| \leq \pi$. This is the desired representation.

We complete the proof by estimating the inner products
\[ (\psi_k(x), (x^k - t^k)D_N(x - t)). \]

Denote by $\Omega$ the closed rectangle \{(x, t): |x| \leq \pi, |t| \leq \pi - \delta\}, and by $H_k$ the function
\[ H_k(x, t) = \frac{x^k - t^k}{\sin \frac{1}{2}(x - t)} \quad \text{for} \quad (x, t) \in \Omega \quad (k = 0, 1, 2, \ldots). \]

It is clear that each $H_k$ is continuous on $\Omega$. It is not difficult to show (the proof is left to the reader) that there is a constant $A$ such that
\[ |H_k(x, t)| \leq A\pi^k \quad \text{for} \quad (x, t) \in \Omega \quad (k = 0, 1, 2, \ldots). \]

Therefore, if $|t| \leq \pi - \delta$, then
\[ |(\psi_k(x), (x^k - t^k)D_N(x - t))| \leq A\pi^k \|\psi_k\| \]
\[ \leq cA \frac{(\pi L)^k}{k!} \]
for all values of $N$ and $k$. Given $\varepsilon > 0$, choose $M$ so large that
\[ \sum_{k>M} \frac{(\pi L)^k}{k!} < \frac{\varepsilon}{cA}. \]

Then, for every $N$,
\[ \sum_{k>M} |(\psi_k(x), (x^k - t^k)D_N(x - t))| < \varepsilon \quad \text{whenever} \quad |t| \leq \pi - \delta. \]

Since $H_k$ is uniformly continuous on $\Omega$, a simple extension of the Riemann–Lebesgue lemma shows that
\[ \sum_{k \leq M} |(\psi_k(x), (x^k - t^k)D_N(x - t))| \to 0 \quad \text{as} \quad N \to \infty, \]
uniformly for $|t| \leq \pi - \delta$. This proves that

$$\lim_{N \to \infty} \sum_{N}^{N} (a_n e^{int} - c_n e^{i\lambda nt}) = 0$$

uniformly on each compact subset of $(-\pi, \pi)$. \hfill \Box

We conclude that the nonharmonic Fourier series of an $L^2$ function converges at a given point of $(-\pi, \pi)$ if and only if the ordinary Fourier series converges at that point; by Carleson's theorem, this occurs almost everywhere. Furthermore, on every compact subset of $(-\pi, \pi)$, the summability properties of the two series are uniformly the same (Problem 2).

### Problems

1. Let $H_k$ and $\Omega$ be defined as in Theorem 15. Show that there is a constant $A$ such that

$$|H_k(x, t)| \leq A \pi^k \quad \text{for} \quad (x, t) \in \Omega \quad (k = 0, 1, 2, \ldots).$$

2. Prove that Theorem 15 remains valid when the term "equiconvergent" is replaced by "equisummable", for any summability method that is both regular and linear. (For an excellent treatment of such methods, which include $(C, 1)$, Abel, and Riesz summability, see Szász [1944].)

3. Let $\{\lambda_n\}_{-\infty}^{\infty}$ be a sequence of complex numbers for which

$$\sup_n |\Re \lambda_n - n| < \frac{1}{4} \quad \text{and} \quad \sup_n |\Im \lambda_n| < \infty.$$ 

Prove that the system $\{e^{i\lambda nt}\}_{-\infty}^{\infty}$ is complete in $C(I)$, for each closed subinterval $I$ of $(-\pi, \pi)$.

4. By modifying the proof of Theorem 15, show that

$$\left(\pi \quad |t|\right) \sum_{-N}^{N} (a_n e^{int} - c_n e^{i\lambda nt}) \to 0 \quad \text{as} \quad N \to \infty,$$

uniformly on $[\pi, \pi]$. 
CHAPTER 1

Section 1

General references. The first systematic investigation of bases in Banach spaces was made by Banach [1932]. Since then, and especially over the past two decades, research in this area has flourished. Two excellent references, the first an introductory text, the second an encyclopedic account of bases in Banach spaces, are by Marti [1969] and Singer [1970]. The important work of Lindenstrauss and Tzafriri [1977] deals mainly with recent results and current research directions.

Weak bases. The definition of a basis for a Banach space can be weakened. The “weak basis theorem” asserts that a weak basis for a Banach space, i.e., a basis relative to the weak topology, is in fact a Schauder basis. This is stated without proof in Banach [1932, p. 238]. Karlin [1948] sketches a proof. A complete proof, valid for every Fréchet space, is given in Bessaga and Pełczynski [1959].

Bases for special spaces. Most of the common Banach spaces are now known to possess bases. Among the many important examples, the following deserve special mention. In $L^p[-\pi, \pi]$, $1 < p < \infty$, the trigonometric system $\{e^{int}\}_{n=-\infty}^{\infty}$ and in $L^p[0, 1]$, $1 \leq p < \infty$, the Haar system $\{h_n\}$ constitute Schauder bases. By definition, $h_1(t) = 1$ and

$$h_{2^k+m}(t) = \begin{cases} 1, & t \in [(2m - 2)/2^{k+1}, (2m - 1)/2^{k+1}] \\ -1, & t \in [(2m - 1)/2^{k+1}, 2m/2^{k+1}] \\ 0, & \text{elsewhere} \end{cases}$$
\((k = 0, 1, 2, \ldots, m = 1, \ldots, 2^k)\) (see Marti [1969, p. 49]). If we put

\[
\phi_1(t) \equiv 1 \quad \text{and} \quad \phi_{n+1}(t) = \int_0^t h_n(u) \, du \quad \text{for} \quad 0 \leq t \leq 1 \quad (n = 1, 2, 3, \ldots),
\]

then we obtain the Schauder system \(\{\phi_n\}\); it is a basis for \(C[0, 1]\) (see Section 2). More recently, Billard [1972] has constructed a basis for the Hardy space \(H^1\); Ciesielski and Domsta [1972] and Schonefeld [1972] have independently constructed a basis for \(C^k(I^n)\); and Bočkarev [1974] has constructed a basis for the disk algebra \(A\), using the Franklin system in an essential way. (The Franklin system is obtained from the Schauder system by applying the Gram–Schmidt orthogonalization procedure. It is also a basis for \(C[0, 1]\). For a detailed study of the Franklin system, see Ciesielski [1963, 1966].) For further examples see Pelczynski [1977].

**Problem 8.** It was shown by Riemann that in a finite-dimensional Banach space the class of absolutely convergent series and the class of unconditionally convergent series coincide. In an infinite-dimensional Banach space, they do not. **Theorem (Dvoretzky and Rogers [1950]).** If \(X\) is an infinite-dimensional Banach space and if \(\{c_n\}\) is an arbitrary square-summable sequence of positive numbers, then there are elements \(x_n \in X\) such that \(\|x_n\| = c_n \quad (n = 1, 2, 3, \ldots)\) and the series \(\sum_{n=1}^\infty x_n\) is unconditionally convergent.

**Conditional and unconditional bases.** A basis \(\{x_n\}\) for a Banach space is said to be unconditional if every convergent series of the form \(\sum_{n=1}^\infty c_n x_n\) is unconditionally convergent. The trigonometric system is unconditional in \(L^p[-\pi, \pi]\) only when \(p = 2\) (Karlin [1948]). The following two systems are both unconditional in \(L^p[0, 1]\) for \(1 < p < \infty\): the Haar system (Marcinkiewicz [1937]) and the Franklin system (Ciesielski, Simon, and Sjölin [1977]). Since \(L^p[0, 1]\) and \(H^p\) are isomorphic for \(1 < p < \infty\) (Boas [1955]), it follows that \(H^p (1 < p < \infty)\) also has an unconditional basis. It is not yet known whether \(H^1\) does. (For an excellent account of \(H^p\)-spaces, see Hoffman [1962] and Duren [1970].) There are also spaces that admit no unconditional bases: \(C[0, 1]\) (Karlin [1948]) and \(L^1[0, 1]\) (Pelczynski [1961]), for example (cf. Arutjunjan [1972]). In this connection the following result due to Krotov [1974] is striking: **There exists a continuous function on \([0, 1]\) whose expansion in the Schauder system, with a suitable ordering of the terms, converges almost everywhere to any prescribed measurable function.** The first example of a reflexive separable Banach space that admits no unconditional basis was given by Kwapień and Pelczynski [1970].
(see also Lindenstrauss and Pełczynski [1971]). Since there are spaces in which all bases are conditional, it is natural to ask if there are spaces in which all bases are unconditional. The answer is no—every Banach space with a basis has a conditional basis (Pełczynski and Singer [1964]; see the Notes for Section 8).

The approximation property. A Banach space \( X \) is said to have the \textit{approximation property} (in the sense of Grothendieck [1955]) if the identity operator on \( X \) can be approximated, uniformly on every compact subset of \( X \), by operators of finite rank. Enflo's example provides a separable Banach space that fails to have the approximation property and so a fortiori fails to have a basis (see Problem 7, Section 6). The example has been greatly simplified by Davie [1973], who shows that the spaces \( c_0 \) and \( l^p \) \((2 < p < \infty)\) have subspaces that fail to have the approximation property. It is worth noting that it is usually much easier to verify that a given space has the approximation property than to show that it has a basis. Thus, for example, it is relatively simple to show that the disk algebra \( A \) has the approximation property (see Problem 8, Section 6), while the existence of a basis for \( A \) was for many years an open problem.

\section*{Section 2}

The \textit{Weierstrass approximation theorem} and related theorems. The classical theorem of Weierstrass on the approximation of continuous functions by polynomials appears in Weierstrass [1885]. Bernstein's proof, which is based on probability theory, is from Bernstein [1912a]. (For a penetrating study of the Bernstein polynomials, see Lorentz [1953].) Weierstrass's theorem has been generalized in many different directions. The important extensions of Stone, M"{u}ntz, and Mergelyan are well known (see, e.g., Rudin [1966, pp. 305, 386] and Royden [1968, p. 174]). We mention, in addition, the following result of Wolibner [1951] on simultaneous interpolation and approximation: If \( f \in C[a, b] \) and if \( \{x_1, \ldots, x_n\} \) is a set of \( n \) arbitrary points in the interval \([a, b]\), then for each \( \varepsilon > 0 \) there is a polynomial \( p \) such that (1) \( \|f - p\| < \varepsilon \), (2) \( \|p\| = \|f\| \), and (3) \( p(x_i) = f(x_i), i = 1, \ldots, n \). (This generalizes a well-known result of Walsh [1935, p. 310] in which properties (1) and (3) were shown to hold.) In Deutsch and Morris [1969], property SAIN (simultaneous approximation and interpolation which is norm-preserving) is introduced and studied in an abstract normed vector space.
Theorem 1. Schauder [1927] and Meletidi [1972] has shown that for arbitrary positive numbers \( A \) and \( B \) \((A < B)\) there exists a basis \( \{ f_n \} \) for \( C[0, 1] \) such that \( A \leq f_n(i) \leq B \) for \( n = 1, 2, 3, \ldots \) and all values of \( i \in [0, 1] \).

Section 3

General references. For Hilbert space theory, Halmos [1951] and Berberian [1961] are elementary references; for a more advanced treatment, see Riesz and Nagy [1955], Dunford and Schwartz [1958, 1963], and Halmos [1967]. For \( H^p \)-spaces, see Hoffman [1962] and Duren [1970]. And for Fourier series, Zygmund [1959] is the standard work; for a more elementary introduction, see Titchmarsh [1939].

Problem 6. This definition of orthogonality was introduced by Birkhoff [1935] and extensively developed by James [1945].

Problem 8. The theory of almost periodic functions, an elegant and natural generalization of the theory of periodic functions, was created by Bohr [1925a, 1925b, 1926]. (For an excellent account of the elementary theory, see Bohr [1947].) Since then it has been considerably extended (see, e.g., Stepanoff [1925], Besicovitch [1932], and Paley and Wiener [1934, p. 116], other references may be found in Dunford and Schwartz [1958]).

Problem 12. Vitali [1921].

Problem 13. Dalzell [1945].

Problem 14. For an excellent account of the classical orthogonal polynomials, see Szegö [1939].

Problem 16. These facts were first discussed by Bergman [1947, p. 24]. The suggested proof is from Halmos [1967, p. 187].

Section 4

General references. Aronszajn [1950] and Hille [1972]. Additional references may be found in Shapiro [1971, p. 101]. For a deeper discussion
of the Bergman kernel and its application to conformal mappings, see Bergman [1950] and Nehari [1952].

Section 5


Problem 8. A classical treatise on closure theorems for analytic functions is Walsh [1935] (see also Davis [1963]).

Section 6

Theorem 3. Banach [1932, p. 111]. Schauder's original definition of a basis had required the continuity of the coefficient functionals.

Theorem 4. James [1950].

Problem 5. The term "normal basis" was introduced by Karlin [1948], although the concept already appears in Banach [1932, p. 238]. The suggested proof is from Diestel [1975, p. 43]. For another simple proof, see Cook [1970].

Problem 7. For a detailed investigation of the many variants of the approximation property and the relations between them, see Grothendieck [1955].

Section 7

Bases for the dual space. Let $X$ be a Banach space with a basis. Even if $X^*$ is separable, it need not have a basis. This is hard—the proof makes use of the existence of a separable Banach space without a basis (see Lindenstrauss and Tzafriri [1977, p. 34]). A deep result of Johnson, Rosenthal, and Zippin [1971] states that if $X^*$ has a basis, then so does $X$. (The problem had been posed by Karlin [1948].)

Theorem 5. This result is essentially due to Banach [1932, p. 107].

Section 8

Equivalent bases. Equivalent bases were studied by Arsove [1958] (he calls them "similar bases"). Theorem 7 was proved by Arsove [1958] for locally convex Fréchet spaces and, independently, by Bessaga and Pełczynski [1958]. It has recently been shown by Ciesielski, Simon, and Sjölin [1977] that the Haar and Franklin systems are equivalent in $L^p[0,1]$, $1 < p < \infty$. Sjölin [1977] has shown that this result is not true if $p = 1$.

Uniqueness of bases. Once a Banach space is known to have a basis, it is natural to ask about its "uniqueness", up to equivalence. In a finite-dimensional Banach space all bases are equivalent. In an infinite-dimensional Banach space the situation is dramatically different bases, if they exist at all, are never unique.

Theorem (Pelczynski and Singer [1964]). In every infinite-dimensional Banach space with a basis, there exist uncountably many nonequivalent normalized conditional bases.

(Normalized means that each basis element has norm 1.)

If a basis for a Hilbert space is to be equivalent to an orthonormal basis, i.e., if it is to be a Riesz basis, then it must be at the very least both bounded and unconditional. Remarkably, the converse is also true: in a separable Hilbert space all bounded unconditional bases are equivalent. This observation goes back to Köthe [1936] and Lorch [1939]. It was rediscovered by Gelbaum [1950] and Gelfand [1951]. Since then it has been reproved many times (see the references in Singer [1970, p. 640]). The quickest proof (see Lindenstrauss and Tzafriri [1977, p. 71]) makes use of Orlicz's theorem: If $\sum x_n$ is an unconditionally convergent series in a Hilbert space, then $\sum \|x_n\|^2 < \infty$ (Orlicz [1933]; for a one-line proof of Orlicz's theorem, see Lindenstrauss and Tzafriri [1977, p. 18]). The spaces $c_0$ and $l^1$ also have the property that all bounded unconditional bases are equivalent (Lindenstrauss and Pełczynski [1968]). There are no other examples. The only infinite-dimensional Banach spaces with an unconditional basis, in which all normalized unconditional bases are equivalent, are (up to an isomorphism) $c_0$, $l^1$, and $l^2$ (Lindenstrauss and Zippin [1969]).


Conditional bases for Hilbert space. The first example of a conditional basis for $L^2[-\pi, \pi]$ was given by Babenko [1948] (see also Gelbaum
[1951] and Bari [1951]). For a simple example of a conditional basis for $P$, see Lin and Singer [1971]. Although we have dealt almost exclusively with unconditional bases, the following result deserves attention:

**Theorem (Gurarii and Gurarii [1971]).** If $\{f_n\}$ is a normalized basis for a Hilbert space $H$, then there exist positive constants $A$, $B$, $p$, and $q$, with $1 < p \leq 2 \leq q < \infty$, such that for each convergent expansion $f = \sum c_n f_n$ we have

$$A(\sum |c_n|^q)^{1/q} \leq \|f\| \leq B(\sum |c_n|^p)^{1/p}.$$  

(For a different proof, see Ruckle [1972].)

**Section 9**

**General references.** Singer [1970] and Retherford and Holub [1971].

**Theorem 10.** The original form of this theorem, with $X = L^2[a, b]$ and $\{x_n\}$ an orthonormal basis for $X$, is due to Paley and Wiener [1934, p. 100]. The generalization given here is due to Boas [1940]. For further results in this direction, see Singer [1970, pp. 84–109, 337–359]. Generalizations in a different direction are given by Bourgin [1946], Gosselin and Neuwirth [1968/69], and Davis [1969].

**Corollary (Theorem 10) and Theorem 12.** Krein and Liusternik [1948].

**Theorem 11.** Krein, Milman, and Rutman [1940]. An extension to locally convex spaces has been given by Lerer [1969]. The following result of Gurarii and Meletidi [1970] had been for many years an open problem.

**Theorem.** If $\{x_n\}$ is a complete sequence of elements from a Banach space $X$, then there exist positive numbers $\varepsilon_n$ such that any sequence $\{y_n\}$ for which $\|x_n - y_n\| < \varepsilon_n$ ($n = 1, 2, 3, \ldots$) is also complete in $X$.

**Problem 3.** Retherford and Holub [1971].

**Section 10**

**Nonharmonic Fourier series.** The study of nonharmonic Fourier series was initiated by R. E. A. C. Paley and N. Wiener in their celebrated treatise of 1934. In this work the criterion of Theorem 13 is introduced and verified
whenever each $\lambda_n$ is real and $|\lambda_n - n| \leq L < 1/\pi^2$ ($n = 0, \pm 1, \pm 2, \ldots$). Ultimately, it was shown that the constant $1/\pi^2$ could be replaced by $\frac{1}{4}$ (Kadec [1964]; see Theorem 14). That $\frac{1}{4}$ is in fact the "best possible" constant follows from a theorem of Levinson [1940, p. 48]: The system of exponentials $\{e^{\pm i(n-\frac{1}{2})t} : n = 1, 2, 3, \ldots\}$ is complete in $L^2[\pi, \pi]$ (see Theorem 3.5). The theory of nonharmonic Fourier series has found practical applications in such diverse areas as the theory of diffusion (see Hammersley [1953]), control theory (see Russell [1967]), and the solution of the neutron slowing down equation (see Sengupta and Karnick [1978]).

**Theorem 15.** Bari [1951].

**Theorem 16.** Birkhoff and Rota [1960].

**Sturm–Liouville series.** The idea of expanding an arbitrary function in terms of the solutions of a second-order differential equation goes back to the time of C. Sturm and J. Liouville (see Titchmarsh [1946]). The proof of Theorem 17, based on Theorem 16, is due to Birkhoff and Rota [1960]. For a generalization of Theorem 16, together with an application to certain non-selfadjoint boundary value problems, see Brauer [1964] (see also Wallen [1969]).

**Theorem 18 and Problems 1, 2.** Duffin and Eachus [1942]. The suggested proof of Problem 2 is due to Riesz and Nagy [1955, p. 209].

**Problem 3.** Schäfke [1949]. The suggested proof is from Retherford and Holub [1971].

**Problem 4.** Birkhoff and Rota [1960]. A somewhat simpler argument may be found in Halmos [1967, Problem 7].

**CHAPTER 2**

**General references.** Borel [1921], Valiron [1949], Boas [1954], Cartwright [1956], Levin [1964], Markushevich [1966], and Holland [1973]. See also Titchmarsh [1939] and Markushevich [1965].
Part One

Section 1

Information on infinite products in general can be found in Knopp [1951].

Theorem 1. Weierstrass [1876].

Section 2

Theorem 2. Jensen [1899]. For alternative proofs, see Titchmarsh [1939].

Section 3

The various possible relations between $p$, $\lambda$, and $\rho$ are illustrated in Shah [1941].

Section 4

Theorem 6. Borel [1897].

Theorem 8. For more precise results, see the Notes for Section 5.

Section 5

Theorem 9. Hadamard [1893]. For another proof, see Titchmarsh [1939, p. 250].

The minimum modulus. Let $f(z)$ be a nonconstant entire function and let $m(r)$ be its minimum modulus for $|z| = r$. It follows readily from Hadamard’s factorization theorem that if $f(z)$ is of order $\rho$, then for each $\varepsilon > 0$,

$$m(r) > e^{-r^{\rho + \varepsilon}}$$

on circles $|z| = r$ of arbitrarily large radius (see Problem 4). Under special
conditions, much more can be said. For example, if $0 < \rho < 1$, then there are arbitrarily large values of $r$ such that

$$m(r) > (M(r))^{\cos \pi \rho - \varepsilon}$$

(scc Titchmarsh [1939, p. 275]). For further results, see Boas [1954] and Holland [1973].

**Problem 11.** See Titchmarsh [1939, p. 266].

---

**Part Two**

**Section 1**

**Theorem 10.** Phragmén and Lindelöf [1908]. For additional theorems of this type, see Titchmarsh [1939].

**Theorem 11.** See, e.g., Pólya and Szegö [1925, Part IV, Problem 202], Duffin and Schaeffer [1938], and Plancherel and Pólya [1938]. If $f(z)$ is real for real $z$, then there is a sharper result:

$$|f(x + iy)| \leq M \cosh By;$$

moreover, if equality holds for a single nonreal point, then $f(z) - M \cos(Bz + C)$, where $C$ is real (Duffin and Schaeffer [1938]; for another proof, see Redheffer [1953]).

It is frequently possible to determine the growth of an entire function of exponential type along a line from its growth along a sequence of points on or near the line. For example, Cartwright [1935] has shown that an entire function of exponential type $< \pi$ that is bounded on the integers must be bounded on the entire real axis. This was generalized by Duffin and Schaeffer [1945], who showed that the integers can be replaced by any sequence having *uniform density* 1. (A sequence $\{\lambda_n\}_{n=1}^{\infty}$ of real or complex numbers is said to have uniform density 1 if it is separated and $\sup_n|\lambda_n - n| < \infty$.) There are similar results when $\{f(\lambda_n)\} \in l^p$ (see the Notes for Section 3).

**Bernstein's inequality.** Bernstein proved the inequality named after him first for trigonometric polynomials (Bernstein [1912b]) and then later for arbitrary functions in $B_1$ (Bernstein [1923]). The following generalization
is due to Duffin and Schaeffer [1938] (see also Akhiezer [1956, p. 144]): If \( f(z) \in B \) and is real for real \( z \), then

\[
\sup_{-\infty < x < \infty} \sqrt{|f'(x)|^2 + \tau^2 |f(x)|^2} \leq \tau \sup_{-\infty < x < \infty} |f(x)|.
\]

This shows not only that \( |f'(x)| \leq \tau \sup |f(x)| \) but also that \( |f(x)| \) can be large only when \( |f'(x)| \) is small. For further generalizations and improvements, see Boas [1954, pp. 210–218] and Giroux, Rahman, and Schmeisser [1979].

**Problem 9.** The suggested proof is due to Pólya and Szegö [1925, Part III, Problems 295, 298].

**Problem 10.** See Theorem 14. For yet another proof, see Luxemburg and Korevaar [1971, p. 26] (cf. Levinson [1940, p. 25]).

**Problem 12.** This proof is due to Boas [1954, p. 210].

**Problem 13.** For another simple and elegant proof, see O’Hara [1973].

**Section 2**

**Theorem 13.** Carleman [1922]. Here “Carleman’s formula” is introduced for the purpose of proving Müntz’s theorem.

**Müntz’s theorem** (Müntz [1914], Szász [1916]). For a very good review of work on Müntz–Szász type approximation since N. Bernstein proposed the problem in 1912, see Luxemburg [1976]. Of the many proofs of Müntz’s theorem that have been given, the following deserve attention: Pólya and Szegö [1925, Part IV, Problem 198], Paley and Wiener [1934, p. 32], Boas [1954, p. 235], Akhiezer [1956, p. 43], Rudin [1966, p. 305], Feller [1968], Luxemburg and Korevaar [1971], and Shapiro [1971, p. 90]. The converse is also true: if \( \sum 1/\lambda_n < \infty \), then the system \( \{t^{\lambda_n}\} \) is incomplete in \( C[a, b] \). In this case a complete characterization of the closed linear span of the system \( \{t^{\lambda_n}\} \) was provided by Clarkson and Erdős [1943], Korevaar [1947], and Schwartz [1959]. For an expository account of these and related results, see Anderson [1978].

**Density.** If \( f(z) \) is an entire function of exponential type \( \tau > 0 \), bounded on the real axis, then the zeros of \( f(z) \) in each half-plane \( x > 0 \) and \( x < 0 \)
have density \( \tau/\pi \). (Levinson [1940, Chap. III] proves an even stronger result.) The first result of this sort appears to be due to Titchmarsh [1926, p. 285].

**Problem 4.** See Titchmarsh [1939, p. 132].

**Problem 5.** Titchmarsh [1926, p. 284; 1939, p. 137].

---

### Section 3

All the results of this section are due to Plancherel and Pólya [1938]. See Boas [1954, pp. 97–103] for a wide range of generalizations.

**Theorem 17.** There is a variety of converse results when \( f(z) \) is of sufficiently small type. If, for example, \( f(z) \) is of exponential type \( \tau < \pi \) and if for some positive number \( p \), \( \sum_{-\infty}^{\infty} |f(n)|^p < \infty \), then

\[
\int_{-\infty}^{\infty} |f(x)|^p \, dx \leq B \sum_{-\infty}^{\infty} |f(n)|^p,
\]

where \( B \) depends only on \( p \) and \( \tau \) (Plancherel and Pólya [1938]; see also Boas [1940]). An analogous result is valid if the integers are replaced by any sequence having uniform density 1 (Duffin and Schaeffer [1952] for \( p = 2 \); Boas [1952]).

**Problem 2.** See Boas [1954, p. 99]. Additional references may be found in Boas [1938].

**Problem 4.** For a sharper estimate, see Boas [1954, p. 102].

**Problem 7.** Plancherel and Pólya [1938]. When \( p \geq 1 \), \( A \) can be taken to be \( \tau^p \) (see, e.g., Boas [1954, p. 211]).

---

### Section 4

**Theorem 18.** Paley and Wiener [1934, p. 12]. The proof given in the text is from Boas [1954, p. 105]. For additional proofs, see Boas [1954, p. 106], Rudin [1966, p. 371], and de Branges [1968, p. 47]. There are analogous Fourier representations for entire functions of exponential type.
that belong to $L^p$ on the real axis, as well as for functions that are analytic
and of exponential type in a half-plane and belong to $L^p$ on the boundary
(see, e.g., Boas [1954, p. 107] and Rudin [1966, p. 368]).

**Example 2.** This proof is due to Boas [1937].

**Example 3.** Boas [1972].

**Problem 3.** This problem appears in Boas [1954, p. 244].

**Section 5**

The Paley–Wiener space and other Hilbert spaces of entire functions
are discussed from a different point of view in de Branges [1968].

For an extensive treatment of the cardinal series, see Whittaker [1935].

**Problem 3.** See Boas [1972] and Pollard and Shisha [1972].

**Problem 4.** See, e.g., Young [1974a, p. 112].

**CHAPTER 3**

**General references.** Paley and Wiener [1934, Chap. VI], Levinson [1940],
Schwartz [1959], and especially Redheffer [1977].

**Section 1**

The terms *exact, excess, and deficiency* were introduced into mathematical terminology by Paley and Wiener [1934, p. 92].

**Corollary (Theorem 1).** The following alternative proof, based on the
F. and M. Riesz theorem, was suggested by P. S. Muhly. If $\mu$ is a com-
plex Borel measure on the interval $[-\pi, \pi]$ such that

$$\int_{-\pi}^{\pi} e^{int} \, d\mu(t) = 0 \quad (n = 1, 2, 3, \ldots),$$
then \( \mu \) is absolutely continuous with respect to Lebesgue measure and \( d\mu/dt \in H^1 \). (As is customary, we have identified \( H^1 \) with the subspace of \( L^1[\pi, \pi] \) spanned by the exponentials \( e^{int} \) with \( n \geq 0 \).) Since a function in \( H^1 \) cannot vanish on a set of positive measure unless it vanishes identically (see Hoffman [1962, p. 52]), the result follows.

**Theorem 2.** Let \( \{\lambda_1, \lambda_2, \lambda_3, \ldots\} \) be an increasing sequence of positive numbers. Szász [1933], solving a problem of Pólya [1931], proved that if \( \lim \inf n/\lambda_n > 1 \), then the conditions

\[
f \in C[\pi, \pi] \quad \text{and} \quad \int_{-\pi}^{\pi} f(t) \sin \lambda_n t \, dt = \int_{-\pi}^{\pi} f(t) \cos \lambda_n t \, dt = 0
\]

imply that \( f \) is identically zero. Under the weaker assumption \( \lim \sup n/\lambda_n > 1 \), Paley and Wiener [1934, p. 84] were able to show that if

\[
f \in L^2[\pi, \pi] \quad \text{and} \quad \int_{-\pi}^{\pi} f(t) e^{\pm i\lambda_n t} \, dt = 0, \quad n = 1, 2, 3, \ldots,
\]

then \( f(t) = 0 \) almost everywhere on \([\pi, \pi]\), while Levinson [1935] derived the same conclusion when

\[
f \in L^1[\pi, \pi] \quad \text{and} \quad \int_{-\pi}^{\pi} f(t) e^{i\lambda_n t} \, dt = 0, \quad n = 1, 2, 3, \ldots.
\]

(For an even stronger result, see Theorem 14.)

**Problem 4.** This is essentially Theorem I in Levinson [1940].

**Section 2**

The substance of this section is taken from Levinson [1940, Chap. I, Section 3].

**Problem 3.** Levinson [1940, p. 6]. Redheffer [1977, p. 34] has established the following sharp result for \( p = 2 \): If \( \{\lambda_n\} \) is a sequence of real or complex numbers satisfying \( |\lambda_n - n| \leq L \) (\( n = 0, \pm 1, \pm 2, \ldots \)), then the \( L^2[-\pi, \pi] \) excess \( E \) of the system \( \{e^{i\lambda_n t}\} \) satisfies

\[-(4L + \frac{1}{2}) < E \leq 4L + \frac{1}{2}.\]
(The first result of this type is due to Paley and Wiener [1934, p. 94].)

**Problem 4.** Redheffer [1977, p. 45].

### Section 3

**Theorem 5.** This result is implicit in the proof of Theorem XIX in Levinson [1940].

### Section 4

**Theorems 6, 7.** Levinson [1936, 1940].

**Theorem 8.** See, e.g., Alexander and Redheffer [1967, Remark 3, p. 61].

**Theorems 9, 10.** Schwartz [1959, p. 102].

**Problem 1.** This result was proved by Paley and Wiener [1934, p. 89] under the added assumption that \( \lim \lambda_n/n = 1 \). That this condition must in fact hold whenever the system \( \{e^{i\lambda_n t}\} \) is exact is a consequence of a well-known property of entire functions (see, e.g., Levinson [1940, p. 25]).

### Section 5

**Theorem 11.** Redheffer [1957]. The theorem remains valid for complex sequences (Alexander and Redheffer [1967]; cf. Problem 1). When \( p = 2 \) and when the \( \lambda_n \)'s are regularly distributed, then more can be said. Suppose that \( \{\lambda_n\} \) is a real sequence such that the number of points of the sequence in the interval \((t, t + 1)\) is uniformly bounded for \( t \in (-\infty, \infty) \). Then each of the following conditions implies that the systems \( \{e^{i\lambda_n t}\} \) and \( \{e^{i\mu_n t}\} \) have the same excess in \( L^2[-A, A] \):

1. \( \sum |\lambda_n - \mu_n|^s < \infty \) for some positive number \( s \);

2. \( |\lambda_n - \mu_n| \leq e_n \), where \( e_n \) decreases to zero and \( \sum_{n=1}^{\infty} e_n/n < \infty \) (Sedleckii [1977b]; it is also shown that the condition \( \lambda_n - \mu_n \to 0 \) is not sufficient to guarantee the equality of the excesses.) For further results in this direction, see Sedleckii [1974, 1977b] and Redheffer [1977]. Although Theorem 11 is much weaker than Theorem 4 when \( \mu_n = n \)
\((n = 0, \pm 1, \pm 2, \ldots)\), the convergence criterion is sharp in the following sense: If \(\{\varepsilon_n\}\) is an arbitrary sequence of positive numbers for which \(\inf \varepsilon_n = 0\), then there exist real separated sequences \(\{\lambda_n\}\) and \(\{\mu_n\}\) such that

\[
\sum |\lambda_n - \mu_n| \varepsilon_n < \infty \quad \text{but} \quad -\infty < E(\lambda) < E(\mu) < \infty
\]

(Peterson [1974]). Here \(E(\lambda)\) and \(E(\mu)\) denote the respective excesses of \(\{e^{i\lambda_n t}\}\) and \(\{e^{i\mu_n t}\}\) in \(L^2[-\pi, \pi]\).

**Theorem 12.** Eisner [1971]. The theorem was rediscovered by Young [1976a], and it is this proof that we have reproduced here. Recently Sedlecki [1978] has shown that in the spaces \(L^1[-A, A]\) and \(C[-A, A]\) the conclusion of the theorem is no longer true: Put \(\lambda_n = n (n = 0, \pm 1, \pm 2, \ldots)\) and \(\mu_n = n\) for \(n \leq 0\), \(\mu_n = n + i(-1)^n h\) for \(n > 0\) \((h\) is real and nonzero). Then the system \(\{e^{i\mu_n t}\}\) has excess 1 in \(L^1[-\pi, \pi]\), while in \(C[-\pi, \pi]\) it is exact. Notice of course that the trigonometric system is exact in \(L^1[-\pi, \pi]\) and has deficiency 1 in \(C[-\pi, \pi]\). Whether or not the theorem remains valid in \(L^p, 1 < p < \infty\), is an open problem.

**Problem 1.** Redheffer [1977, p. 11]. The references for Theorem 11 apply here as well.

## Section 6

**Theorem 14.** Levinson [1935]. For a more elementary proof, see Redheffer [1977, p. 22].

**Theorem 15.** Schwartz [1959]. The theorem remains valid for complex \(\lambda_n\)'s (Redheffer [1968, Remark 2, p. 105]).

**Problem 9.** Redheffer [1954, p. 60].

For an excellent account of the work of Beurling and Malliavin, see Kahane [1966] and Redheffer [1977]. (See also Koosis [1979].)

When a sequence \(\{\lambda_n\}_{n=\infty}^\infty\) of real or complex numbers is sufficiently regular, in the sense that \(\sup_n |\lambda_n - n| < \infty\), the corresponding completeness radius is equal to \(\pi\). The situation is dramatically different when completeness over a union of intervals is considered. **Theorem (Landau [1964]):**
Given $\varepsilon > 0$, there exists a real symmetric sequence $\{\lambda_n\}_{n=\infty}^\infty$ with $|\lambda_n - n| < \varepsilon$ such that the system $\{e^{i\lambda_n t}\}$ is complete in $C(S)$, where $S$ is any finite union of intervals of the form $[t - 2n\pi, t + 2n\pi]$, with $n$ an integer and $\delta > 0$.

CHAPTER 4

Section 1

Moment problems. The term moment was introduced into mathematical terminology by Stieltjes [1894]. In this classic paper the following problem, which he called the problem of moments, is stated and completely solved: Find a bounded nondecreasing function $\mu(t)$ on the interval $[0, \infty)$ such that its "moments" $\int_0^\infty t^n \, d\mu(t)$, $n = 0, 1, 2, \ldots$, have prescribed values

$$
\int_0^\infty t^n \, d\mu(t) = c_n, \quad n = 0, 1, 2, \ldots
$$

Subsequent variants of the problem include the Hamburger moment problem (IIhamburger [1920]), in which the interval $[0, \infty)$ is replaced by $(-\infty, \infty)$; the Hausdorff moment problem ([Hausdorff [1923]), in which $[0, \infty)$ is replaced by $[0, 1]$; and the trigonometric moment problem

$$
\int_0^{2\pi} e^{int} \, d\mu(t) = c_n, \quad n = 0, \pm 1, \pm 2, \ldots,
$$


Theorem 1. Paley and Wiener [1934, p. 89], under the additional assumption that $\lim \lambda_n/n = 1$. The proof in the text is from Young [1979].

Example 3. This example appears, in essence, in Paley and Wiener [1934, pp. 114–116]. For additional examples and applications of Lagrange type series, especially to uniqueness and growth theorems, see Boas [1954, Chaps. 9, 10] and Levin [1964, Chap. IV]; see also Section 5.
**Theorem 2.** Hahn [1927, p. 216] proves a slightly more general result when \( H \) is a Banach space. For this and related results, see Dunford and Schwartz [1958, pp. 86–87].

**Section 2**

*Bessel sequences* and *Riesz–Fischer sequences* were introduced and extensively studied by Bari [1951]. Her terminology is slightly different from ours.

**Theorem 3.** The original form of this theorem, with \( H = L^2[0, 1] \), is due to Boas [1941]. It was rediscovered by Bari [1951], where a number of other equivalent conditions are also given.


**Problem 5.** The suggested proof is due to Fejér and Riesz [1921]. The inequality named after them is valid whether the coefficients \( c_n \) are real or complex, and has important function-theoretic applications (see, e.g., Duren [1970]). For additional proofs of Hilbert's inequality, together with applications, generalizations, and historical remarks, see Hardy, Littlewood, and Pólya [1952, Chap. IX].

**Problem 8.** See, e.g., Young [1974a].

**Section 3**

**Theorem 4.** Titchmarsh [1928]. Many proofs have been given; see, e.g., Paley and Wiener [1934, p. 117], Ingham [1936], and Amerio [1941]. The following more general result, which extends the Hausdorff–Young theorem, appeared without proof in Titchmarsh [1925] and was subsequently proved in Titchmarsh [1965]: If \( \{\lambda_n\} \) is a separated sequence of real numbers, if \( p \geq 2 \), and if \( \{c_n\} \in p/(p-1) \), then the series \( \sum c_n e^{i \lambda_n t} \) converges in the mean of order \( p \) over every finite interval. The \( \lambda_n \)'s may be complex
provided they are separated and \( \sup_n |\text{Im} \lambda_n| < \infty \) (see, e.g., Young [1974b]). For a discussion of various other types of convergence of nonharmonic Fourier series, see Kac [1941], Bellman [1943], and Cossar [1975/76].

**Open problem:** Let \( \{ \lambda_n \} \) be a sequence of real numbers such that \( \sum |f(\lambda_n)|^2 < \infty \) for every \( f \in \mathcal{P} \). Is it possible to partition \( \{ \lambda_n \} \) into a finite number of separated sequences?

**Theorem 5.** Both the theorem and the counterexample following it are due to Ingham [1936]. A similar but less precise result had already been obtained by Paley and Wiener [1934, p. 118].

**Problem 3.** Ingham [1936].

**Problem 4.** Young [1976c, p. 317].

## Section 4

**Theorem 7.** Gurevich [1941, Theorem 3], under additional hypotheses. The proof in the text is from Singer [1970, Part I, Theorem 8.1d].

**Theorem 8.** Put another way, this is simply the assertion that a system of vectors in a separable Hilbert space is a Riesz basis if and only if it possesses a biorthogonal system which is also a Riesz basis. The formulation in the text appears explicitly in Korobeïnik [1976].

**Problem 3.** Grinblium [1948]. See, e.g., Singer [1970, p. 75].

## Section 5

Interpolation in the Paley–Wiener space was studied extensively by Young [1974a]. For additional facts about functions of sine type, see Levin [1961, 1969], and Sedleckii [1970, 1972a].

**Theorem 10.** Levin [1961] was the first to prove that the system is a basis for \( L^2[-\pi, \pi] \). Golovin [1964] showed that it is in fact a Riesz basis. The proof given in the text is due essentially to Levin [1969]. For an impressive generalization of Levin’s theorem, see Kaisnelson [1971] (see also Avdonin
A generalization in another direction has been given by Levin and Lyubarskii [1974].

The duality between basis theory and interpolation theory has been exploited in many different directions. The following papers deserve mention: Binmore [1972], Dragilev, Zahajuta, and Korobeinik [1974], Levin and Lyubarskii [1975], Korobeinik [1976, 1979], Oskolkov [1978], and Martirosjan [1979].

**Problem 3.** Sedleckiĭ [1970].

**Problem 7.** This result is due to Levin [1969], who shows that the mapping $l^p \rightarrow E^p$ thus defined is onto $E^p$.

## Section 6

**Proposition 3 and Corollary 1.** Young [1974a].

**Lemma 3.** Duffin and Schaeffer [1952].

**Lemma 4.** This is a special case of a theorem of Bade and Curtis [1966, p. 393]. The elementary proof given in the text is from Stray [1972].

**Theorem 11.** Young [1976b].

**Open problem:** Let $\{\lambda_n\}$ and $\{\mu_n\}$ be two sequences of points lying in a fixed horizontal strip and suppose that Re $\lambda_n = \text{Re} \mu_n$ for all $n$. If $\{\lambda_n\}$ is an interpolating sequence for the Paley–Wiener space $P$, does it follow that $\{\mu_n\}$ is also an interpolating sequence for $P$?

## Section 7

The substance of this section is taken from Duffin and Schaeffer [1952].

## Section 8

**Theorem 13.** Duffin and Schaeffer [1952].

**Corollary.** Young [1975b].
Open problem: Does the corollary to Theorem 13 remain valid if the term "Riesz basis" is replaced by "Schauder basis" in both the hypothesis and the conclusion?

Theorem 14. Duffin and Schaeffer [1952].

Corollary 1. Young [1974a, p. 108].

Corollary 2. This result is stated, with an incorrect proof, in Kadec [1964], in which a theorem of Duffin and Schaeffer is misquoted. Katsnelson [1971] has proved an even stronger result, which contains both Corollary 2 and Theorem 10 as special cases (see also Avdonin [1974]). The proof in the text is due to Young [1975a]. Recently, Pavlov [1979] has obtained a striking criterion—based on the "Muckenhoupt condition"—for a system of complex exponentials to form a Riesz basis for $L^2[-\pi, \pi]$. Using that criterion, Hruščev [1979] has also derived both Corollary 2 and Theorem 10—and more.

Open problem: Is the system $\{e^{\pm i(n-\frac{1}{2})t}\}_{n=1}^{\infty}$ a basis for $L^2[-\pi, \pi]$?

Problem 2. Young [1975b]. A stronger result appears in Young [1976c].

Section 9

Theorem 15. Duffin and Schaeffer [1952]. The first result of this sort is due to Paley and Wiener [1934, p. 113], under the assumption that each $\lambda_n$ is real and $\sup_n |\lambda_n - n| < 1/\pi^2$. (Cf. Walsh [1921], where it is shown that if $\lambda_n$ is "very near" to $n$, then each function in $L^2[0, \pi]$ has both an ordinary Fourier cosine series $\sum_{n=0}^{\infty} a_n \cos nt$ and a nonharmonic Fourier cosine series $\sum_{n=0}^{\infty} b_n \cos \lambda_n t$, which are uniformly equiconvergent on $[0, \pi]$.) The following impressive generalization for $L^p$ is due to Sedleckii [1971a].

Theorem. If $\{\lambda_n\}$ is a sequence of real or complex numbers such that

$$|\text{Re} \lambda_n - n| \leq L < \frac{p-1}{2p}, \quad \sup_n |\text{Im} \lambda_n| < \infty \quad (n = 0, \pm 1, \pm 2, \ldots)$$

for some $p$, $1 < p \leq 2$, then the set $\{e^{i\lambda_n t}\}$ is complete in $L^p[-\pi, \pi]$ and
possesses a unique biorthogonal set \( \{ h_n(t) \} \) in \( L^2[-\pi, \pi] \) such that for every \( f \in L^p[-\pi, \pi] \) the series

\[
\sum_{-\infty}^{\infty} \left( e^{int} \frac{1}{2\imath} \int_{-\pi}^{\pi} f(x)e^{-inx} \, dx - e^{i\lambda_n t} \int_{-\pi}^{\pi} f(x)h_n(x) \, dx \right)
\]

converges to zero uniformly on every compact subset of \( (-\pi, \pi) \).

The theorem above generalizes a classical result of Levinson [1940, Chap. IV], in which the \( \lambda_n \)'s are assumed to satisfy the more restrictive condition \( |\lambda_n - n| \leq L < (p - 1)/2p \) (\( n = 0, \pm 1, \pm 2, \ldots \)). Levinson showed that his result is sharp in the sense that if \( L = (p - 1)/2p \), then the conclusions of the theorem no longer hold. For a variety of other equiconvergence results, in which the \( \lambda_n \)'s are the zeros of an entire function belonging to a special class (for example, the class of functions of sine type), see Sedleckiĭ [1970, 1972a, 1972b, 1975a, 1975b, 1977a] (see also Verblunsky [1956]).

**Problem 4.** Duffin and Schaeffer [1952].
 Bernstein, S. N. [1912a]. Démonstration du théorème de Weierstrass fondée sur le calcul de probabilité. 
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