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ABSTRACT  Simultaneous recordings from the soma and apical dendrite of layer V neocortical pyramidal cells of young rats show that, for any location of current input, an evoked action potential (AP) always starts at the axon and then propagates actively, but decrementally, backward into the dendrites. This back-propagating AP is supported by a low density (\(g_{Na} = 4 \text{ mS/cm}^2\)) of rapidly inactivating voltage-dependent Na\(^+\) channels in the soma and the apical dendrite. Investigation of detailed, biophysically constrained, models of reconstructed pyramidal cells shows the following. (i) The initiation of the AP first in the axon cannot be explained solely by morphological considerations; the axon must be more excitable than the soma and dendrites. (ii) The minimal Na\(^+\) channel density in the axon that fully accounts for the experimental results is about 20-times that of the soma. If \(g_{Na}\) in the axon hillock and initial segment is the same as in the soma (as recently suggested by Colbert and Johnston [Colbert, C. M. & Johnston, D. (1995) Soc. Neurosci. Abstr. 21, 684.2]), then \(g_{Na}\) in the more distal axonal regions is required to be about 40-times that of the soma. (iii) A backward propagating AP in weakly excitable dendrites can be modulated in a graded manner by background synaptic activity. The functional role of weakly excitable dendrites and a more excitable axon for forward synaptic integration and for backward, global, communication between the axon and the dendrites is discussed.

Dendrites are fine, highly branched processes that serve as the major receptive area for synaptic connections. Most of the input–output functions of the neuron are carried out in the dendrites and these functions depend critically on the electrical properties of the dendritic membrane (1, 2). Application of advanced electrophysiological, optical, and molecular methods have revealed that the dendritic membrane of many neuron types have a variety of voltage-dependent ion channels and, consequently, dendrites are nonlinear electrical devices (3–8).

Theoretical studies have demonstrated that voltage-dependent dendritic channels could significantly enrich the computational capabilities of the neuron and that these computations critically depend on the type, kinetics, and density of the excitable channels (9–12).

The novel infrared video-microscopy technique applied to brain slices (13) permits excision of membrane patches from well-identified dendritic locations so that direct measurements of the electrical properties of the channels embedded in these patches can be made (14–16). Using this method, Stuart and Sakmann (14) found rapidly inactivating voltage-dependent Na\(^+\) channels in the apical trunk of layer V neocortical pyramidal cells of the young rat (see also Fig. 1). These channels seem to be uniformly distributed at low density (equivalent to \(\approx 4 \text{ mS/cm}^2\)), or 1/30 the density found in the squid giant axon over the apical dendrite and the soma. Simultaneous whole-cell recordings from the soma (or axon), and the apical dendrite have shown that, independent of synaptic input location, the sodium action potential (AP) is always initiated in the axon and then propagates actively, yet decrementally, backwards into the dendrite. Similar results were also reported recently in hippocampal CA1 pyramidal cells (17) and substantia nigra neurons (18).

These results raise several fundamental questions that we have explored in a simulation study. The first stage in this study was to construct a minimal model that mimics the behavior of the AP at the axon, soma and dendrites of a cortical neuron, and that is compatible with its morphology and (passive and active) biophysical characteristics. This model explains why the AP is always initiated first at the axon, showing whether this is the consequence of the morphological design of neocortical pyramidal cells, or the result of some electrical nonuniformity. A related question is why the AP propagates backward (from soma to the dendrite) rather than forward (from the dendrites to soma)? At the next stage the model was utilized to explore the following. (i) What could be the range of Na\(^+\) channel density and kinetics in the axon? (ii) To what extent the back-propagating AP invades the basal tree? and (iii) How resistant the back-propagating AP is to background synaptic activity? Being decremental, one would intuitively assume that such an action potential could be easily blocked by the shunting effect of the massive background synaptic activity that exists in the in vivo condition (19–21). The predictions of the model are discussed together with the implications of the results for information processing in neocortical pyramidal neurons.

MODEL

Numerical computations were performed using the simulator NEURON (22). Large layer V pyramidal cells from the somato-sensory cortex of 14-day-old rats were modeled. Four anatomically and physiologically characterized cells were used; the results presented here are related to the neuron depicted in Fig. 1, with similar results for the other three modeled cells (not shown). In the modeled cell in Fig. 1, the apical dendrite extends to about 1 mm from the soma. The basal tree consists of five short (150–220 \(\mu\)m) dendrites (20 dendritic terminals). The part of the axon that lies within the slice was also reconstructed; its total length is 1985 \(\mu\)m. Near the soma the axon diameter is 2.8 \(\mu\)m; it then reduces to about 0.5 \(\mu\)m in the fine collaterals of the axon. The total area of the dendrites and soma (excluding dendritic spines) was 37,047 \(\mu\)m\(^2\) (7821 \(\mu\)m\(^2\) in the basal tree, 25,780 \(\mu\)m\(^2\) in the apical tree and 3446 \(\mu\)m\(^2\) in the soma). The area of the reconstructed axon was 4917
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Dendritic spines were distributed at the different dendritic segments in accordance to the measurements by Larkman (23). This yields a total of 11,982 spines for the modeled cell in Fig. 1. Assuming an area of 1.5 μm² for each spine, the total spine area was 17,937 μm² (33% of the total soma and dendritic area). Dendritic spines that were not directly activated by synaptic inputs were incorporated globally into the dendrites (21, 24). The dendritic spine membrane was assumed to be passive (25). A total of 1202 compartments were used to represent the dendritic tree, and the axon was modeled with 259 compartments. The soma was modeled as an isopotential compartment.

In addition to the morphology, strict physiological constraints should also be met by this model. First, the passive properties of cortical pyramidal cells were carefully measured. Specifically, by “peeling” the tail of soma transients, either those of somatic excitatory postsynaptic potentials (EPSPs) or resulting from current injection, the system time constant τn was estimated to be about 50 msec (24, 26). Recent estimates of the axial resistance in cortical pyramidal neurons suggest values near R² = 300 Ωcm² (24, 27). In these studies, Cm was estimated at 0.8 μF/cm². Thus, the membrane resistivity in our model was set at 60,000 Ωcm² (implying τn = 48 msec). In the axon, R² was assumed to be 70 Ωcm² (e.g., ref. 28). With these specific values, the input resistance at the modeled soma was 122 MΩ, in agreement with the experimental measurements (29). Second, active currents were incorporated in the model. Although cortical pyramidal neurons are endowed with a variety of excitable currents, many of these can be ignored in the present study, which specifically focuses on the most rudimentary mechanism that governs the propagation of a single AP in weakly excitable dendrites. For instance, Markram et al. (29) blocked the different voltage-dependent Ca²⁺ currents, showing that these currents affect only negligibly the back propagating AP. Persistent Na⁺ current is also not a key player in supporting this AP. Indeed, the measurements made by Stuart and Sakmann (14) from somatic and dendritic membrane patches show that Na⁺ current transients inactivate rapidly and return to the baseline following a voltage step. Thus, at the soma and dendrites, the contribution of persistent Na⁺ current must be very small. Consequently, in our “minimal model” we utilized only the currents that are essential in simulating the Stuart and Sakmann findings (14), namely the fast-inactivating Na⁺ current and the potassium delayed rectifier. It should be emphasized, however, that Ca²⁺ and persistent Na⁺ currents probably play an important role in processes such as spike train accommodation, plasticity, etc., which are beyond the scope of this study.

To describe the kinetics of excitable channels, Hodgkin and Huxley formalism (30), at 20°C, was used. To match experimental results of (15, 31, 32), α’s and β’s for the dendritic and somaic Na⁺ conductance were shifted by +10 mV, m∞ was described explicitly by 1/(1 + exp(Vs − V/R)], with Vₛ = −29.5 mV and K = 7.5 mV. To fit the time course of the Na⁺ transient (Fig. 1 Insert), τn was increased by a factor of 1.6. In the axon, τn was further increased by a factor of 1.6 and the m∞ curve was as above with Vₛ = −39.5 mV. Experimental description of the K⁺ conductance is still limited; we based our model on the results of ref. 32 using a single n-gate, with αn = 0.006 × (v − 10)/(1 − exp(v − 20)/9); βn = −0.0006 × (v − 20)/(1 − exp(v − 20)/9) (see also 33). The ratio gNa/gK in soma and axon was kept as in Hodgkin and Huxley model. ENa = +90 mV (14) and EK = −85 mV; the resting potential was −70 mV.

Fast excitatory (L-α-amino-3-hydroxy-5-methyl-4-isoxazolopropionic acid (AMPA)) and inhibitory (γ-aminobutyric acid A and B (GABAₐ and GABAₐₐ)) inputs were modeled as an α function:

\[ g_{AMPA}(t) = g_{peak}(t/t_{peak})exp(1 − t/t_{peak}). \]  

With gpeak = 0.4 nS, tpeak = 0.3 msec, and associated reversal potential of 0 mV (34) for the AMPA input. A single AMPA input to a spine, located 200 μm from the soma in the basal tree, produced about 13-mV depolarization at the spine head and about 70 μV at the soma. For the GABAₐ input, gpeak = 0.4 nS at tpeak = 0.2 msec and for the GABAₐₐ input gpeak = 0.3 nS at tpeak = 50 msec. Only the shunting effect of the inhibitory synapses was considered in this study (see Fig. 4) and, therefore, their corresponding reversal potential was not taken into account.

The voltage-dependent, N-methyl-D-aspartate (NMDA) conductance input was modeled by:

\[ g_{NMDA}(t) = \frac{[g_n(exp(t/t_1) − exp(t/t_2))]}{[1 + \eta(Mg^{2+}exp(V_{m})], \]  

with gₙ = 0.2 nS; t₁ = 80 msec; t₂ = 0.67 msec; η = 0.33/mM; [Mg²⁺] = 2 mM, and γ = 0.06/mV (35). The reversal potential for this input was set to 0 mV.

Finally, each dendritic spine receiving excitatory synaptic inputs was modeled as a 0.1 μm × 0.1 μm cylinder with spherical head diameter of 0.6 μm. Each of these spines received both AMPA and NMDA inputs.

**RESULTS**

Fig. 2 demonstrates that the experimental results of Stuart and Sakmann (14) cannot be explained solely on the basis of the
morphological design of neocortical pyramidal neurons. Indeed, with Na$^+$ channel density of 4 mS/cm$^2$ over the whole neuron surface (dendrites, soma, and axon), and with the fast inactivating kinetics measured for the sodium current (Fig. 1 Inset), a full-blown AP cannot be initiated either from a somatic input (Fig. 2A) or from a dendritic input (Fig. 2B). With further increase of the channel density (to 12 mS/cm$^2$), a current input to the soma could generate a 90-mV AP at the soma (Fig. 2C). However, in contrast to the experimental results, this AP propagated fully (nondecrementally) into the apical dendrite. When the input was applied to the apical dendrite, a regenerative local response was initiated at the input site (Fig. 2D). It then markedly attenuated toward the soma where only a subthreshold depolarization can be seen. We conclude that, to initiate the AP first in the axon, the axon must be more excitable than the soma and dendrites.

Increased excitability (lower threshold) at the axon may result from a higher density of the same Na$^+$ channels as in the soma and dendrites (36, 37). Alternatively, a smaller channels density in the axon may be sufficient, assuming that the axon is equipped with a different type of Na$^+$ channels (38). Recent experimental results, suggesting that near the soma the axonal Na$^+$ channels are not so dense (39) lead us to focus our modeling efforts on the second alternative. Fig. 3 shows that the experimental results of Stuart and Sakmann (14) can be fully reproduced with a relatively low Na$^+$ channel density in the axon (only 20 times the soma density), assuming that these channels are activated at a more negative potential and have slower kinetics. As seen in Fig. 3, when a depolarizing current pulse was applied to the soma, a rapid, 100-mV AP was observed at the soma. The AP attenuated from the soma to the apical tree, remaining about 50% of its amplitude at a distance of 550 μm from the soma. When the stimulus was applied to the dendrite, the AP was again initiated first in the soma and then propagated backward into the apical tree (Fig. 3B). The shape of the modeled AP at both the soma and the dendrite closely matched the experimental recordings. The agreement included the amplitude and duration of the AP, the voltage threshold at the soma (12 mV), the profile of attenuation of the back-propagating AP (Fig. 3D) and its velocity (0.15 m/sec).

As expected, the AP was initiated first in the axon rather than in the soma (Fig. 3C). In close agreement with the experimental results of Stuart and Sakmann (personal communication), the axonic AP is larger and briefer than its somatic counterpart. The axonic AP has a prominent hyperpolarization, and at a distance of 50 μm from the soma, it peaks about 0.5 msec prior to the soma. Fig. 3C also shows that the AP propagates actively from the soma into the apical dendrite. In the absence of voltage-dependent Na$^+$ dendritic channels (Fig. 3C, dashed line) the back-propagating AP, at a distance of 550 μm from the soma, was 4 times smaller than in the corresponding excitable case (compare with figures 3a and 4a in ref. 14). At this distance, the excitable dendritic Na$^+$ channels boost the peak of the back-propagating AP by about 40 mV (see also Fig. 3D).

In Fig. 4, an excitatory input to layer I is simulated. At this distal location, 250 randomly distributed and synchronously activated excitatory synapses (AMPA plus NMDA) on spines were required to initiate an AP at the axon. At a distance of 550 μm from the soma, the peak of the EPSP preceding the back-propagating AP is 18 mV [compare with Stuart and Sakmann (14), figure 2c]. In agreement with the recent study of Stuart and Sakmann (40; see, however, refs. 16 and 41) we found that this layer I EPSP is practically unamplified by the dendritic Na$^+$ channels. The reason for this is that the activation curve ($m_2$) of the soma and dendritic Na$^+$ channels is essentially zero for depolarization smaller than 20 mV. Note, however, that in the experimental conditions, excitatory synaptic inputs to neocortical pyramidal dendrites may be amplified due to voltage-dependent dendritic Ca$^{2+}$ current and somatic persistent Na$^+$ current (6, 7, 40, 42–44).

What is the effect of the synaptic activity itself on the backward propagating AP? In the in vivo conditions, each pyramidal cell is a target for a large number of synapses, each synapse may be activated spontaneously 1–3 times per second
This network activity is expected to significantly shunt the postsynaptic cell (20, 21). Indeed, in recent in vivo whole cell recordings the effective τ∞ of neocortical pyramidal cells was estimated to be as small as 5 msec, rather than about 50 msec as in the in vitro conditions (45). Could such a massive background synaptic activity block the already decremental back-propagating AP? Fig. 4B shows that the network activity can finely modulate the back-propagating AP. With background activity of 1.5 Hz (and effective τ∞ reduced from 48 to 17 msec), a 15% decrease of the AP amplitude was observed at a distance of 550 μm from the soma. At 3 Hz it was reduced by 27% (effective τ∞ = 10 msec). We conclude that the amplitude of the back-propagating AP at any given dendritic location can be modulated by the degree of activity in the network of which the neuron is part (see Discussion).

Direct recordings from the basal dendrites have not yet been made because of their small dimensions and morphological complexity. In the absence of these data, our model can help by predicting the behavior of the back-propagating AP and of synaptic inputs in these dendrites. If the basal tree is devoid of Na⁺ channels, the attenuation of the somatic AP into this tree is quite significant (Fig. 5A). Still, about 50% of the basal tree membrane is depolarized by more than 60 mV. Consequently, many of the voltage-dependent Ca²⁺ channels that exist in the basal tree could be activated by a passively attenuated AP (46). If the basal tree is weakly excitable, then the AP could propagate retrogradely without attenuation (Fig. 5A), so activating the voltage-dependent Ca²⁺ channels over the entire basal tree (46). Fig. 5B shows the effect of excitatory input to the basal tree. For the synaptic parameters chosen, about 150 simultaneously activated excitatory synapses located randomly on the basal tree (schematic circles), are necessary to initiate an AP in the axon. For this distributed input, the amplitude of the local EPSP at the spine head membrane is about 20 mV, and only slightly smaller in the parent basal dendrite. The somatic AP then propagates fully, reaching the dendritic tips within 1 msec while the long lasting NMDA-mediated receptors are still activated. This may have important consequences for inducing Hebb-like plastic processes in the dendrites (see also ref. 47).

**DISCUSSION**

**The Axon Must Be More Excitable Than the Soma and Dendrites.** The experimental finding that dendritic inputs initiate the AP first from the axon suggests that the voltage threshold for AP generation is lower in the axon. Theoretical considerations show that, in principle, the morphology of cortical pyramids, per se, can account for this finding. This is the result of the strategic location of the soma and the axon initial segment which implies that an input to the soma will produce a more uniform spatial polarization than an input to a dendritic branch (see figure 2.4 in ref. 1). Theoretically, for a given homogeneously excitable structure, as the spatial distribution of voltage in response to an input is more uniform, the voltage threshold for AP initiation is lower. The lowest
threshold is attained under strictly isopotential conditions (uniform polarization). Therefore, the morphology of cortical pyramidal cells favors AP initiation near the soma.

However, for a dendritic input to generate an AP first in the axon and not in the input site, the difference in voltage thresholds between the dendrites and the axon should be larger than the voltage difference due to the attenuation between these two locations. Under this condition, a dendritic input can initiate an AP at the axon while remaining subthreshold at the dendrites. With the Na⁺ channel density and kinetics reported by Stuart and Sakmann (14) this condition does not hold.

Therefore, we had to assume that the Na⁺ current density in the axon is higher than in the soma and dendrites.

Traditionally, the Na⁺ channel density in the axon hillock has been assumed to be very high, but recent studies contradict this notion (39). When we assumed that the same type of Na⁺ channels are present in both the dendrites and the axon, then the minimal Na⁺ conductance required to initiate the experimental somatic AP was ~1000 mS/cm² (~150 times the soma density, not shown; see also ref. 33). In this study, we have shown that a much lower Na⁺ channel density in the axon is sufficient, provided that the axon is equipped with a different type of Na⁺ channel. In this case, the Na⁺ channel density in the axon can be reduced to only 20 times that of the soma. We found that it is also possible to reproduce the experimental results assuming that the axon hillock and initial segment of the axon are only weakly excitable (as is the soma) provided that further downstream (~50 μm from the soma) the Na⁺ channel density in the axon is 40 times higher than in the soma. Recordings from membrane patches excised from the axon will be required to resolve this issue and further constrain the model.

Model Parameters. Many parameters, both morphological and physiological, determine the behavior of the detailed model presented here. Although the novel method of infrared video-microscopy provides new biophysical data that strongly constrain the model, there are still many unknowns (the membrane properties of spines, the basal tree, and the axon; the value of Rₑ, etc.). We examined the dependence of the model behavior on a range of these free parameters. For example, the velocity of the back-propagating AP depends critically on the value of Rₑ. With Rₑ = 300 Ωcm, the experimentally determined velocity (0.15 m/sec) could be reproduced (see ref. 14), whereas with Rₑ = 150 Ωcm, the velocity increased to 0.21 m/sec. Also, the experimental results demonstrate clearly that the back-propagating AP decrements very
gradually along the apical tree. Exploration of the model shows that, with uniform Na\(^+\) channel density in the apical tree, the AP either drops too steeply with distance and then remains almost constant, or (assuming somewhat higher uniform density) the AP does not decrement at all (see also figure 10A in ref. 48). A model with a moderate decrement in Na\(^+\) channel density (from 8 mS/cm\(^2\) at the soma to 4 mS/cm\(^2\) at distal regions) best fitted the experimental results (Fig. 3D). Clearly, our current model is not unique, yet it allows us to reject certain possibilities and highlight important principles that govern signal processing in weakly excitable dendrites.

**Modulation of Back-Propagating AP by Network Activity.** As the density of excitable channels decreases, the AP becomes more susceptible to morphological inhomogeneities and to synaptic shunt. Because the back-propagating AP is supported by a low density of Na\(^+\) channels, network activity can control its amplitude in a graded manner, and thus determine the extent to which the AP invades the dendritic tree, as well as which subtrees will be invaded (49). With the experimentally based parameters used in this study, the decremental back-propagating AP is rather resistant to synaptic shunt and only a relatively powerful input can dampen it in a significant way.

**Forward Synaptic Integration Versus Backward Active Propagation.** The higher threshold in the dendrites ensures that they will not fire a local sodium AP during dendritic input. Furthermore, only a small fraction of the dendritic channels are likely to be activated during excitatory synaptic input (40). In contrast, large depolarization, such as the somatic AP, does activate dendritic Na\(^+\) channels and, consequently, the back-propagating AP is boosted. Indeed, neurons with weak dendritic excitability, and more excitable axon, function as unique electrical devices. In the forward direction, synaptic inputs are integrated without the interference of local dendritic APs. In the backward direction, the weak dendritic excitability helps to transmit a global message from the axon to the whole dendritic tree.
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